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There is growing interest in sleep research and increasing demand for screening of circadian
rhythms in genetically modified animals. This requires reliable sleep stage scoring
programs. Present solutions suffer, however, from the lack of flexible adaptation to
experimental conditions and unreliable selection of stage-discriminating variables. EEGwas
recorded in freely moving C57BL/6 mice and different sets of frequency variables were used
for analysis. Parameters included conventional power spectral density functions as well as
period-amplitude analysis. Manual staging was compared with the performance of two
different supervised classifiers, linear discriminant analysis (LDA) and Classification Tree.
Gamma activity was particularly high during REM (rapid eye movements) sleep and waking.
Four out of 73 variables were most effective for sleep–wake stage separation: amplitudes of
upper gamma-, delta- and upper theta-frequency bands and neck muscle EMG. Using small
sets of training data, LDA produced better results than Classification Tree or a conventional
threshold formula. Changing epoch duration (4 to 10 s) had only minor effects on
performance with 8 to 10 s yielding the best results. Gamma and upper theta activity
during REM sleep is particularly useful for sleep–wake stage separation. Linear discriminant
analysis performs best in supervised automatic staging procedures. Reliable semi-
automatic sleep scoring with LDA substantially reduces analysis time.

© 2010 Elsevier B.V. All rights reserved.
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1. Introduction

Sleep research in human subjects and animals is of increasing
importance, mainly due to the assumed role of sleep in
memory consolidation (for recent reviews see: Axmacher et al.
(2009); Brankačk et al. (2009) and Walker (2009)) and to the
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expanding need for sleep phenotyping of genetically modified
mice (Pang et al., 2009). The main two sleep stages NREM (non
rapid eye movements) and REM (rapid eyemovements) can be
easily distinguished from each other and from waking by
visual inspection of the EEG and EMG. In rodents, reliable
staging can be achieved from epidural recordings of cortex
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areas overlaying the dorsal hippocampus (allowing for the
detection of theta rhythms) together with EMG activity from
neck muscles (Timo-Iara et al., 1970; Brankačk and Buzsáki,
1986; see Fig. 1A and for details see Experimental procedures
section). Manual sleep scoring by visual inspection, however,
is extremely time-consuming. As a rule of thumb, analysis
time almost equals recording time. Therefore, during the past
three decades numerous attempts of automatic or semi-
automatic sleep scoring have beenmade, using a large variety
of methods (reviews in Robert et al. (1999); in mice: Veasey et
al. (2000); recently: Crisler et al. (2008)). Despite of these
enormous efforts, the accuracy of most commercially avail-
Fig. 1 – A: Examples of EEG and EMG recordings during
representative transitions (transitions points: vertical
markers) of sleep–wake stages: from NREM sleep to waking
(N→W); from waking to NREM sleep (W→N); from NREM to
REM sleep (N→R) and from REM sleep to waking (R→W). The
upper traces show EEG recordings from the lateral parietal
cortex overlying hippocampus, the lower traces are
recordings of neck muscle EMG. Time and amplitude scales
are identical for all traces. Note the increase in EMG activity
and a drop in EEG amplitude during awakening (N→W,
R→W). Please note also the high-amplitude slow wave
activity during NREM, the lower amplitude irregular activity
in quietwaking (W→Nshortly beforeN) and the regular theta
(7–8.5 Hz) rhythmduring REM sleep (R). These changes in EEG
and EMG activity were used as criteria for the manual
sleep–wake staging. B–E: Means and S.E. (N=10 animals) of
minima (B), of individual medians (C), of maxima (D) and of
the number (E) of manually classified stage durations for
waking (W), NREM (N) and REM (R).
able sleep scoring programs is dissatisfying. Besides being
costly, these programs are fixed and have been often designed
for a particular experimental condition performing poorly
under differing conditions.

We have developed a custom-made program for reliable
and flexible sleep–wake stage scoring with supervised learn-
ing algorithms. We compared three different sleep scoring
methods with results of visual inspection: i) a conventional
threshold formula as often implemented in commercially
available programs (Mochizuki et al., 2004); ii) linear discrim-
inant analysis (LDA); and iii) Classification Tree (Tree). The
latter two solutions are supervised classifiers (MacLachlan,
1992; Fielding, 2006), allowing for flexible adaptation to
different experimental conditions and parameters. After
processing small sets of training data, the program reliably
differentiatedwaking, NREMand REM, using EMG, delta, upper
theta and upper gamma amplitudes as discriminating
parameters.
2. Results

2.1. Manual sleep–wake scoring by visual inspection

Continuous EEG recordings of at least 72 h were recorded from
ten mice and were manually scored into three stages:
wakefulness (W), NREM (N) and REM (R) according to the
criteria described in Experimental procedures. Fig. 1A shows
representative transitions between the three stages indicated
with vertical markers (vertical lines in Fig. 1A). The term
“transition” is used in its direct meaning, i.e. the end of one
stage corresponding to the beginning of the next stage and not
in themeaning that one stagemay be separated from the next
by a transitional period not belonging to either of the two
neighbouring stages. High-amplitude EMG activity indicated
wakefulness when combined with low-amplitude irregular
EEG (quiet waking) or with regular theta rhythm (active
waking; see “W” in Fig. 1A). Lower EMG activity with high-
amplitude delta (1–4 Hz) waves was classified as NREM (see
“N” in Fig. 1A) and low EMG activity with regular theta (4.5–
8.5 Hz) rhythm corresponded to REM sleep (see “R” in Fig. 1A).
The criteria of placing transitional markers are demonstrated
in Fig. 1A: W→N: first large-amplitude slow wave; N→W:
beginning of EEG desynchronisation; N→R: beginning of
regular theta rhythm, regardless of its amplitude; R→W: end
of regular theta rhythm, regardless of EMG. The duration of
manually scored stages varied between 1.6 s and 218 min.
Averaged (mean±SEM) over ten animals, minimal stage
durations (Fig. 1B) corresponded to 3.2±0.2 s in waking, 3.2±
0.3 s in NREM and 4.2±0.7 s in REM sleep. The means of
individual medians (W: 20.1±0.8 s, N: 87.0±6.6 s, R: 44.6±3.5 s)
are shown in Fig. 1C and the mean maximal stage durations
(W: 8539.0±925.0 s, N: 778.5±41.3 s, R: 272.6±9.2 s) are shown
in Fig. 1D. Fig. 1E illustrates the mean numbers of stages
(W: 946±80, N: 946±80, R: 289±24). No stage duration
differences were found between female (N=7) and male
(N=3) mice.

We then averaged the percentages of different states for
the two recorded dark/light periods in each animal. No
difference was found between the seven female and three



Table 2 – Coincidences and errors of semi-automated
analysis.

LDA100% Tree100% LDA5% Tree5%

Percentage coincidence of automated with manual scoring
W Power 81.2±1.1 90.2±0.8 81.0±1.1# 85.8±1.1+
W PAA 83.2±0.8* 91.1±0.7* 83.5±1.0*# 87.0±1.1+
N Power 93.1±0.9 94.5±0.4* 93.0±1.0 89.8±1.4+
N PAA 94.2±0.5 94.1±0.5 93.6±1.0 89.4±0.4+
R Power 80.5±2.1 80.7±0.8 81.0±2.8 73.6±2.4+
R PAA 90.2±1.0* 83.4±1.0* 89.4±0.8*# 79.2±2.9*

Percentage of total errors (false positives+false negatives)
W Power 20.0±1.2 11.3±0.9 20.0±1.1 20.0±1.6+
W PAA 17.6±0.9* 10.1±0.8* 17.3±0.9* 18.0±1.1+
N Power 16.8±0.9 7.6±0.6 16.0±0.6 16.7±1.8+
N PAA 12.9±0.9* 7.6±0.6 14.8±2.3 16.4±1.1+
R Power 53.4±5.9 22.4±1.4 55.4±6.0# 39.9±6.5+
R PAA 32.5±6.2* 18.5±1.2* 31.5±6.4* 32.0±5.8+

Scores obtained by LDA and Tree, respectively, are compared to
manual sleep–wake scoring. Upper part indicates means±SEM of
coincidences. Lower part indicates total amount of errors. Averaged
data from 7 mice are given in % of all epochs analysed. Symbols for
significances (p<0.05): *analysis of power spectrum (Power) versus
period-amplitude analysis (PAA); +training with 100% versus 5% of
data; #LDA versus Tree (both with 5% training data). W: waking,
N: NREM, R: REM.
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male mice. Averaged over ten mice, sleep occupied 64.79% of
the light period (NREM: 54.50±0.98%, REM: 10.29±0.24%;
means±SEM) and 35.54% of the dark period (NREM: 31.77±
1.17%, REM: 3.78±0.17%). During the light period, REM sleep
covered 15.9±0.5% of the total sleep time (range: 13 to 19).
During darkness, the percentage of REM sleep was 10.7±0.4%
(10 to 12) of total sleep. The sleep diurnal ratio (light period/
dark period) corresponded to 1.84±0.07 (1.61 to 2.24), the NREM
diurnal ratio was 1.74±0.07 (1.54 to 2.11) and REMdiurnal ratio:
2.77±0.15 (2.20 to 3.45). The wake diurnal ratio was 0.55±0.02
(0.47 to 0.66). Fig. 4 shows the resulting percentages of each
state during the diurnal cycle. These data reflect the typical
circadian rhythmofmice, indicating that the recording did not
disturb normal sleep-activity cycles.

2.2. Gamma activity and other sleep scoring parameters

For comparison with different automated scoring algorithms,
we divided manually scored recordings into 10 s epochs, after
testing different lengths between 1 and 20 s (but see Section
2.5 below). Power spectral density as well as period-amplitude
analysis (PAA) was performed on EEG recordings from the
lateral parietal cortex for each of the ten frequency bands
listed in Table 1. This EEG channel overlaying the hippocam-
pus was sufficient because it contained the essentials of
sleep–wake EEG changes at delta, theta and gamma bands. In
addition, we used the integrated amplitude of neck muscle
EMG, two ratios, one between theta and delta power and
another between theta and delta amplitude as well as rhythm
scores for each of the ten frequency bands. In total, these
calculations resulted in 73 different parameters (see Experi-
mental procedures for details). Principal component analysis
(PCA) revealed parameters which contributedmost strongly to
the total variance of data, i.e. the integrated amplitude of the
sigma band 9–14 Hz. The principal components did not
discriminate well between sleep wake stages neither did the
most contributing parameters. We therefore empirically
verified the efficacy of pairs or triples of parameters to
differentiate between the sleep–wake stages (see, for example,
Fig. 3A). Comparing automatic scoring with visually identified
stages, we found that four parameters revealed the largest
differences between W, NREM and REM. Three of these
Table 1 – Definition of frequency bands.

Frequency
band

Frequency analysed
[Hz]

Band pass filter for
PAA [Hz]

Delta 1–4 1–4.5
Theta 4.5–8.5 4–10
Theta1 4.5–6.5 4–10
Theta2 7–8.5 4–10
Sigma 9–14 7–20
Beta1 14.5–18.5 10–40
Beta2 19–30 10–40
Gamma1 30.5–48 25–80
Gamma2 52–70 25–80
Total 1–70 1–80

The upper and lower limits were used for power spectral density
and period-amplitude analysis (PAA). Prior to PAA, raw data were
band pass filtered between the frequencies indicated.
parameters were integrated EEG amplitudes calculated with
PAA, namely delta (1–4 Hz), theta2 (7–8.5 Hz) and gamma2 (52–
70 Hz). In addition, we used integrated amplitudes of neck
muscle EMG.

We calculated integrated gamma2 amplitudes by PAA
analysis from all seven mice. This parameter was significantly
larger in REM (p<0.0001, T-test) andwaking (p<0.0001, T-test) as
compared toNREM. It could not differentiate, however, between
REM andwaking (p>0.05, T-test). In contrast, the power spectral
density (band power) for the same frequency band revealed
smaller differences between sleep–wake stages and was
significantly less successful when used with the supervised
classifiers LDA and Tree (see significances marked with “*” in
Table 2). Sleep–wake transitions of gamma2 amplitudes were
closely paralleled by similar changes of integrated EMG
amplitudes. However, gamma2 amplitudes were larger in REM
sleep compared to NREM whereas EMG amplitudes were lower
inREM. Inaddition to gamma2, EEGamplitudesof upper theta (7
to 8.5 Hz) and delta (1 to 4 Hz) and the EMG amplitude were
found to discriminate well between sleep–wake stages. Upper
theta amplitude was significantly larger during REM sleep as
compared to NREM sleep (p<0.05, T-test) and waking (p<0.005,
T-test). Fig. 2 displays changes of all four amplitudes with sleep
wake alternations. Note that none of the EEG-derived para-
meters seems to be well suited for threshold settings to dis-
criminate among sleep–wake stages.

2.3. Semi-automated sleep scoring using supervised
classifiers

Threshold-based algorithms of sleep–wake staging require the
time-consuming determination of optimal thresholds for each
dataset and animal. This can only be done with extensive
manual data inspection and does frequently still yield



Fig. 2 –Amplitude changes of EMG, gamma2, delta and theta2
during several sleep–wake alterations in a representative
animal. Note the similarity between EMG and gamma2
amplitude variations with waking and sleep. Note also that
in spite of the correlative amplitude variationswith sleep and
waking the threshold settings to discriminate between the
three stages W (waking), N (NREM) and R (REM) are not
unambiguous.

Fig. 3 – Three-dimensional distribution of waking, NREM and
REM sleep epochs in LDA parameter space. A: NREM (N, blue)
and REM (R, red) epochs are well discriminated by the
integrated amplitudes of delta (1–4 Hz), gamma2 (52–70 Hz)
and theta2 (7.5–8 Hz). Waking epochs are omitted for clarity.
B: NREM and REM sleep epochs are well separated from
waking (W, black) by the integrated amplitudes of EMG in
combination with those of delta and gamma2.
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dissatisfying results. In contrast, supervised classifiers like the
linear discriminant analysis (LDA) and the Classification Tree
(Tree) learn to discriminate between classes by a limited set of
training data. LDA delineates boundary areas between the
classes in n-dimensional parameter space. Fig. 3 provides a
three-dimensional illustration of such a parameter space,
using manually scored epochs (W = black, NREM = blue, REM =
red). The dimensions are the four parameters which produced
best results with both LDA and Tree: integrated amplitudes of
EMG; delta EEG frequency (1–4 Hz); theta2 (7–8.5 Hz); gamma2
(52–70 Hz). Obviously, NREM and REM epochs are well
separated by the three integrated EEG amplitudes (Fig. 3A;
waking epochs omitted for clarity). The importance of the
neck muscle EMG amplitude for differentiating waking from
both sleep stages is apparent in Fig. 3B. By using manually
defined epochs of the entire dataset (100%) as training data,
the percentage of coincidences between automated and
manual scored epochs is slightly superior in Tree compared
to LDA. The percentage of errors (sum of false positives and
false negatives divided by the total number of manually
scored epochs) was about 50% lower for Tree as compared to
LDA (Table 2). While these findings indicate superior perfor-
mance of the Classification Tree algorithm, the use of 100% of
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predefined training data is, of course, useless in practical
applications. We therefore repeated the analysis with 5% of
training data, randomly distributed throughout the dataset.
Under these conditions, performance of the Tree classifier
decreased significantly (significant changes marked with “+”
in Table 2). However, performance of LDA was not different
between analyses with 100% and 5% training data, respective-
ly. Table 2 shows means (±SEM) of coincidences between
automated and manual scoring and the corresponding errors
for LDA and Tree, averaged for all seven animals. For 5%
training data the coincidences between automated and
manual scoring for REM epochs were significantly larger
with LDA (89.4 ± 0.8%) compared to Tree (79.2 ± 2.9%;
p=0.0082, paired T-test). In contrast, coincidence values for
waking epochs were significantly larger in Tree (87.0±1.1%)
compared to LDA (83.5±1.0%; p=0.0095, paired T-test). Coin-
cidences for NREM and error rates for all three stages are not
significantly different between LDA and Tree both with 5%
training data. Fig. 4 shows the averaged circadian sleep–wake
cycles from ten mice with manual (black circles) and semi-
automated (grey circles) scoring using LDA and 5% randomly
distributed training data. Two-way ANOVA followed by the
Bonferroni post-test group comparison revealed no significant
differences between manual and semi-automated scoring for
any of the time points and stages, except for REM (Fig. 4).

2.4. Comparing supervised classifiers with a threshold
formula

Finally, we tested data scoring by the threshold formula: “if
EMGIntegral>X, Stage= ‘W’;, else, if Ratio<Y, Stage= ‘N’;, else,
Stage= ‘R’; end, end” (for details see Experimental procedures).
Coincidences between automated and manual scoring for
waking epochs were significantly smaller with the threshold
formula (77.4±2.0%) compared to LDA (83.5±1.0; p=0.0168,
paired T-test) and Tree (87.0±1.1; p=0.0005, paired T-test).
Coincidences for REM sleep were also significantly smaller
with the formula (73.3±3.6%) compared to LDA (89.4±0.8 %;
p=0.0048, paired T-test) butwere not different fromTree (79.2±
2.9). The coincidences for NREM were significantly larger with
Fig. 4 – Circadian sleep–waking cycle based onmanual (black
filled circles) and semi-automated (grey open circles) sleep
scoring. The graphs representmeans and SEM of 10 animals for
waking (upper graph), NREM (middle graph) and REM sleep
(lower graph) averaged for two hour bins over two light/dark
periods in each of the seven animals. Manual sleep scoring by
visual inspection was based on the criteria shown in Fig. 1.
Semi-automated sleep scoring was carried out with the
supervised classifier linear discriminant analysis (LDA) using
four integratedamplitudes (EMG,delta, theta2andgamma2)and
5% of manually scored epochs as training data. The light period
started at 20:00 h, the dark period at 8:00 h (shaded area). For
waking and NREM semi-automated scoring does not differ
significantly frommanual sleep scoring (two-way ANOVA
followed by Bonferroni post tests, p>0.05 for all time points). For
REM sleep the results of semi-automated scoring revealed
significantly higher values for all time pointswith the exception
of 16:00 and 18:00 h (Bonferroni post tests, p<0.05).
the threshold formula (95.7±0.4) compared to Tree (89.4±0.4;
p=0.0001, paired T-test) but there was no difference to LDA
(93.6±1.0). Error rates resulting from classification with the
formula were larger for waking (24.0±2.0%) and REM (42.2±
6.0%) epochs when compared to LDA (W: p=0.0024; R: 0.0118,
both paired T-test) and Tree (W: p=0.0026, paired T-test; R: not
significant). For NREM epochs the error rate with the threshold
formula (21.4±1.8%) was significantly larger compared to Tree
(p=0.0275, paired T-test) only. In total, classification by the
threshold formula proved to be far less reliable and efficient
than that by both supervised classifying algorithms.

2.5. LDA scoring performance, stage transitions and epoch
duration

Next the effect of epoch duration on semi-automated scoring
with LDA (5% random training data) was examined. As described



Fig. 5 – Semi-automated scoring with LDA (5% random
training) and the effect of different epoch durations. A: The
percentage of LDA epochs with more than one manual stage
scoring (transitions) decreases with epoch duration from
7.8% (10 s) to 3.3% (4 s). B: Coincidences between
semi-automated LDA and manual scoring for different
durations of epochs excluding those epochs with transitions.
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below in Experimental procedures, Section 4.4, the boundaries of
stages defined bymanual scoringmaynot coincidewith the start
and end of epochs used with semi-automated scoring. First, the
minimal duration ofmanually scored stagesmay be shorter than
the LDA epoch duration selected (see Fig. 1B for minimal stage
durations); second, the manually defined stage durations may
not be exactly equal to multitudes of LDA epoch durations. This
leads to LDA epochs withmore than onemanually scored stage,
so called transitions. The percentage of transitions increases
linearly with epoch duration (Fig. 5A) from 3.3±0.3% for 4 s
epochs to7.8±0.6%for10 sepochs.Transitionsmay influence the
outcome of semi-automated scoring. To examine the effect of
transitions, we calculated coincidences between LDA and
manual scoring separately for epochs without (Fig. 5B) and for
epochs with transitions (Fig. 5C). In epochs with transitions,
coincidence of LDA with manual scoring was achieved if LDA
scores corresponded to one of the two manually defined stages
(for further explanations see Experimental procedures). Interest-
ingly, in epochs with transitions (Fig. 5C) the coincidence of REM
stages (R)was lowest depending little on epochdurationwhereas
in epochs without transitions (Fig. 5B) coincidence of waking (W)
was low depending more strongly on epoch duration (*two-way
ANOVAfollowedbyBonferronipost tests:p<0.05, all compared to
8 s). Coincidences inNREMepochsaresimilar forbothconditions.
Due to the occurrence of less than 8% of epochs with transitions
(Fig. 5A) and the small effect on coincidence rates for waking and
NREM sleep we excluded epochs with transitions from further
performance measures (Fig. 6, explanations see Statistics and
performance tests section in Experimental procedures). Sensitiv-
ity of LDAwashighest (>95%) forREMandNREMsleepand lowest
(>85%) for waking. Comparing LDA sensitivity values between
different epochdurations, nodifferences for epochs from6 to 10 s
were found, except duringwaking (*two-wayANOVA followedby
Bonferroni post tests: p<0.05, all compared to 8 s). Specificitywas
highest (>95%) for REM and waking and lowest (>85%) for NREM.
There was no change with epoch duration except for 4 s in REM.
Positive predictive value (PPV) was highest for waking (>95%)
independently from epoch duration, intermediate for NREM
(>80%) increasing significantly with epoch duration (*signifi-
cances see above) and lowest for REM (>60% except for 4 s). PPV
strongly depends on stageprevalence: REMoccurs four times less
frequently than NREM and W. It also depends on the number of
false positives (see formula in Section 4.6 of Experimental
procedures)whichare relativelyhigh forREM.Negativepredictive
value (NPV) was highest for REM (≈100%) and NREM (>95%) not
depending on epoch duration (except 4 s in NREM). NPV was
lowest in waking (>85%) decreasing significantly with epoch
durations shorter than 8 s (*two-way ANOVA followed by
Bonferroni post tests: p<0.05, all compared to 8 s).
C: The same as in B exclusively for epochs with transitions.
LDA scoring corresponding to none of the twomanual stages
was considered as non-coincidence.
3. Discussion

In the present study, we performed long-term EEG recordings
in mice within their home cages, using a miniaturized data
logger. Animals exhibited the typical circadian sleep–wake
rhythm as previously described for C57BL/6 mice (Huber et al.,
2000; Veasey et al., 2000; Koehl et al., 2003). By systematically
comparing manual sleep scoring with semi-automated meth-
ods of analysis, we found optimal results with the classifier
Linear Discriminant Analysis (LDA) and epoch durations of
8 and 10 s. Highly reliable results were obtained after training
the classifier with only 5% of manually scored data, randomly
distributed over the entire dataset, thereby minimizing effort
and time for data analysis. Decreasing epoch duration below
8 s lowered the scoring performance slightly. The automatic



Fig. 6 – Performance measures of the semi-automated scoring with LDA (5% random training) and the effect of different epoch
durations. Sensitivity, specificity and negative predictive value (NPV) are between 85 and 100% for all epoch durations and
stages. Positive predictive value (PPV) depends on the prevalence of the stage, REM with about 25% prevalence compared to
waking and NREM revealed the lowest PPV although it shows the highest sensitivity and NPV and a relatively high specificity.
All performance parameters are highest for epochs of 8 and 10 s but change little if the epoch duration is lowered to 6 or even 5 s.
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classifier LDA is superior to conventional formulas based on
thresholds, because it saves the time required for manual
adjustment of thresholds and, most importantly, because its
reliability is comparable or higher to previous methods.

We also aimed at deriving optimal parameters for sleep–
wake staging from the original EEG and EMG recordings.
Following a fine separation of EEG frequencies into 10 bands,
we found that estimation of integrated amplitudes with
amplitude-period analysis was superior to the commonly
used power spectra. It was also important to recruit parietal
EEG recording which clearly contains hippocampal theta
activity (for parietal cortex in rat see: Brankačk et al. (1996))
volume-conducted from dorsal hippocampus (Bland and
Whishaw, 1976; Brankačk et al., 1993). We identified four
parameters which were specifically well suited for stage
classification. Conventionally used variables were i) integrat-
ed amplitude of neck muscle EMG (differentiating waking
from sleep) and ii) delta frequency band (separating NREM
from REM sleep). In addition, we found two new highly
efficient parameters for differentiation between the two
sleep stages, namely the amplitudes of the upper gamma
frequency band (52–70 Hz) and of the upper theta band (7–
8.5 Hz). Both upper gamma and upper theta frequencies were
stronger during REM sleep as compared to NREM sleep. In
contrast, the lower theta band (4.5–6.5 Hz) did not differentiate
well between REM, NREM sleep and waking. Previous sleep–
wake classifications did not separate between different theta
frequencies (e.g. Maloney et al., 1997). Our data indicate that
low and high frequency theta are differently involved in
rhythmic brain activity during different sleep–wake states.

3.1. Data logger versus cable tethering and telemetry

As described in Experimental procedures, the total weight of
the data logger including head implant and batteries for long
(>30 h) EEG recordings was 4.6 g, more than 10% of the body
weight. In spite of this relatively heavy burden the movement
of the mice was not visibly altered. The animals still climbed
regularly on lid bars of the home cage as they typically do.
Unlike in larger animals, the behaviour of mice tends to be
heavily influenced by cable tethering due to their smaller
physical size, faster and more vertical movement and climb-
ing. It has been reported that cable-based recordings in mice
lead to severe movement restrictions as compared to im-
plantable telemetry, due to twisting forces necessary for
rotational movements (Tang and Sanford, 2002; Tang et al.
2004). On the other hand, intraperitoneal implantation of
telemetric devices leads to substantial surgical trauma with
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average mortality rates of 9% and significantly reduced
horizontal and vertical movements after surgery (Tang and
Sanford, 2002). In spite of its relatively heavy weight, we
therefore found the data logger technique less invasive
compared to intraperitoneal implantable telemetry and beha-
viourally less restrictive compared to cable recordings. The
most important advantage of the data logger is that it allows
for recording in the home cage. In some mouse strains, motor
activity varies considerably between home cage and open field
conditions (Tang and Sanford, 2002).

3.2. Diurnal sleep–wake pattern in female C57BL/6 mice

The overall percentages of sleep andwakefulness are very close
to those reported from cable recordings in male C57BL/6 mice
(Huber et al., 2000), despite some methodological differences
(we usedmainly females and data logger recording in the home
cage). The sleep diurnal ratio reported by Huber et al. (2000) was
1.94 compared to 1.84 in our recordings, the wake diurnal ratio
0.54 compared to 0.55 and the REM diurnal ratio 2.69 compared
to 2.77 in the present study. The percentage of REM sleep
compared to total sleep time (10.7% of total sleep during dark
and 15.9% during light) is also almost identical with that of
Huber et al. (2000): 10.9%and 15.1%. Inorder to reducevariability
between individual animals, we recorded mainly from female
mice but for comparison used males. We found no differences
between the seven female and three male mice. Koehl et al.
(2006) reported some sex differences between sleep patterns of
cable tethered C57BL/6 mice. Males slept more than females,
with higher percentages of NREM during light and dark periods
and more REM sleep during the light but not during the dark
periods. Changes in sleep architecture during the estrous cycle
are, however, very subtle (Koehl et al., 2003).

3.3. EEG gamma frequencies and REM sleep

High levels of gamma activity during REM sleep have been first
reported by Parmeggiani and Zanocco (1963), later confirmed
in humans (Itil, 1970; Llinás and Ribary, 1993; Mann et al., 1993)
and rats (Franken et al., 1994). The frequency characteristics of
the data logger permitted recordings with unaltered power up
to 70 Hz, serving as our upper boundary for “high” gamma
frequencies. Other definitions include frequencies reaching
100 Hz into the gamma range (Bragin et al., 1995; Csicsvari
et al., 2003). Nevertheless we found that amplitudes of the
gamma frequency band between 52 and 70 Hz were signifi-
cantly larger in REM sleep compared to NREM, and similar
between REM and waking. In rats Maloney et al. (1997) found
increased gamma EEG at frequencies from 30.5 to 58 Hz in REM
and W as compared to NREM. This frequency range corre-
sponds mostly to our lower gamma frequency band (30.5 to
48 Hz) which, in our hands, showed less reliable correlations
with waking and REM sleep compared to our upper gamma
frequency range (52 to 70 Hz). Montgomery et al. (2008) found
higher gamma synchrony in phasic and tonic REM sleep in the
dentate gyrus (but not in CA1 and CA3), as compared to
waking. Interestingly, in a recent study on human subjects,
gamma-band EEG responses were found time locked to the
onset of involuntary miniature eye movements (Yuval-Green-
berg et al., 2008). It would be important to test for this relation
during REM sleep in mice where miniature eye movements
can be precisely measured (Oommen and Stahl, 2008).

3.4. Power spectrum versus period-amplitude analysis

Power spectral density function (simply: power spectrum)
shows the strength of the variations of a time series as a
function of frequency. It is a useful tool to identify oscillatory
signals and their amplitude in time series data and is widely
used in EEG analysis. With unvarying signal amplitude, the
power spectrum delivers a good estimation of the frequency
distribution. However problems arise with analysis of nar-
rowband EEG activity if amplitudes change significantly over
time. Due to the inherent averaging process in power
spectrum generation (Ktonas and Gosalia, 1981), such spectra
cannot differentiate between low-amplitude-high incidence
and high-amplitude-low incidence EEG activity. A different
approach is the period-amplitude analysis (PAA) which
separates frequency incidence from amplitude and has been
successfully used by various groups (Roessler et al., 1970;
Feinberg et al., 1978; Ktonas and Gosalia, 1981; Uchida et al.,
1999). Using PAA in rats, Campbell and Feinberg (1993) found
parallel changes in amplitude and incidence during the light
period but differences between both parameters across the
dark period. Our present data confirm that PAA “seems to offer
more resolution than the power spectrum in detecting
electrographic details in amplitude and incidence within
relatively narrow frequency bands” (Ktonas and Gosalia,
1981). It may also agree more closely with visual EEG analysis
than power spectra (Schenk, 1976). This would explain the
superior results with LDA in differentiating sleep and waking
using PAA-derived amplitudes as compared to power spectra.
The deficiencies of PAA in earlier studies have been corrected
in the eighties by adding appropriate band pass filters (Ktonas,
1987). Without band pass, PAA can fail to detect the presence
of fast EEG waves riding on top of large-amplitude slow
activity. Appropriate band pass filtering before application of
PAA ensures that both fast and slow waves are detected.
Signal distortion due to a too narrow band pass filter can be
avoided by making the band pass broader than the analysed
frequency range (Ktonas, 1987; see Table 1).

3.5. Choosing the optimal parameters

Combining systematic and empirical methods, we found an
optimal combination of parameters for semi-automated sleep
scoring. The use of the integrated amplitude of high pass
filtered neck muscle EMG as a sleep–wake scoring parameter
is generally accepted and does not need further explanations.
However, recently it has been shown that EMG can be
substituted bymicroelectro-mechanical system (MEMS) accel-
erometers measuring the animal's movement (Sunderam et
al., 2007). Here, we found a strong similarity of higher
frequency gamma amplitudes with the EMG. Potentially, this
correlation may be used to differentiate waking from NREM
sleep within one-channel EEG recordings. Many sleep scoring
methods use power of delta and theta bands or a ratio between
both (Robert et al., 1999). In agreement with earlier reports we
found integrated amplitudes of delta half-waves superior to
delta band power (Ruigt et al., 1989; Robert et al., 1999). A new
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finding of the present analysis is, however, that the upper
theta band (7–8.5 Hz) is better suited to separate between
NREM and REM sleep than the entire theta band. We also
found that amplitudes of our upper gamma-band are useful
for differentiation between NREM and REM sleep. In contrast,
ratios of theta and delta power as well as theta and delta
amplitudes did not improve the performance of supervised
classifiers (although they worked well with threshold formu-
las). In contrast to our empirical approach, the attempt to use
PCA for systematic parameter reduction and selection of the
strongest stage indicators was not successful in the context of
supervised scoring algorithms (but see: Jobert et al. (1994) and
Martinez and Kak (2001)).

3.6. Sleep scoring with linear discriminant analysis

LDA (Molinari et al., 1984; Sunderam et al., 2007) and Tree
(Hanaoka et al., 2001) and combinations of both (Anderer et al.,
2005) have been used previously for sleep–wake scoring in
humans. To our knowledge, however, they have not been
adapted for sleep scoring in mice or rats. The advantage of
both supervised classifiers over threshold formulas is their
flexibility and time-saving applicability. The number of
classes and their characteristics are predefined by manual
scoring of small portions of the dataset which serve as training
data. With LDA, there is no need for extensive data examina-
tion and threshold setting. The sleep scoring performance of
LDA was stable even with very low amounts of training data.
Using the Classification Tree algorithm, in contrast, scoring
performance decreased already with 50% of the full data being
used as training set. For systematic comparison and averaging
of data from seven mice we used 5% of manually scored
epochs as training data, randomly distributed over the entire
dataset. Similar methods have been previously used for object
recognition (Martinez and Kak, 2001).

The number of transitions, i.e. epochs with more than one
manually scored stage due to transition points between stages,
decreased linearlywith epochduration from (<8%at 10 s to ≈3%
at 4 s) with little impact on LDA performance. Coincidence of
LDA to manual scoring was similar for transition epochs
compared to epochs without transitions although affecting
differentlywaking andREM.Varyingepochdurationdown to 6 s
hadnoor little effects onLDAscoring performance. Thepositive
predictivevalueorprecision rate forREMwassurprisingly low in
contrast to the very high sensitivity, specificity and negative
predictive value. This seems a disadvantage of the present
method requiring additional semi-automatic or manual error
corrections which are however less time-consuming for REM as
for the other two stages.

Based basically on the same set of parameters commonly
used with other scoringmethods, other recording techniques
or other rodent species, we are confident that our LDA
method will perform similarly well under different condi-
tions. Nevertheless LDA should be tested in the future with
cable recording techniques commonly used in most labora-
tories and with other species of animals. We consider the
semi-automatic LDAmethod described here as one of several
steps, followed by error correction routines, e.g. eliminating
false positive REM epochs immediately following waking.
Additional microelectro-mechanical system accelerators for
movement detection may advance semi-automatic sleep–
wake scoring in mice.
4. Experimental procedures

4.1. Animal care and housing conditions

This study was carried out in accordance with the European
Science Foundation Policy on the Use of Animals in Research
(2001), the U.S. National Institutes of Health Guide for the Care
and Use of Laboratory Animals (1996) and has been approved by
the Governmental Supervisory Panel on Animal Experiments of
BadenWürttemberg at Karlsruhe (35-9185.81/G-30/08).

Either 28 or 45 day old female and male C57/Bl6 mice were
purchased from Charles River (Germany). They were housed
in groups of four to five inside a ventilated Scantrainer
(Scanbur BK A/S Denmark) on an inverted 12/12-h light/dark
cycle with light on from 20:00 to 8:00 and free access to water
and food. After electrode implantation, animals were housed
individually throughout the experiment. Feeding and cleaning
was done outside the recording time of 72 h which started on
Monday and terminated on Thursday, both between 3:30 and
4:30 p.m.

4.2. Animal preparation

Eight female and three male C57/Bl6 mice (26–33 g, 87–
210 days old) were anesthetized with isoflurane in medical
oxygen (5% isoflurane for induction, 1.5–2.5% for mainte-
nance, flow rate: 1 l per min). Anesthetized animals were
placed in a stereotactic apparatus with a custom-made
inhalation tube. For analgesia, 0.1 mg/kg of buprenorphin
was injected subcutaneously prior to and 8 h after surgery.
After exposure of the skull bone, three gold plated brass watch
screws were fixed permanently into the skull, one over the
lateral parietal association cortex (2 mm posterior of bregma,
1.5 mm lateral to the midline) and a second over the primary
motor cortex (2 mm anterior of bregma, 1.5 mm lateral to the
midline). A third screw over the cerebellum served as ground
and reference electrode. In mice, the lateral parietal cortex is
overlaying the dorsal hippocampus and permits reliable
recordings of theta rhythm with comparable amplitudes and
phases between different animals. Three varnish-insulated
nichrome wires (100 µm, glued together) where inserted into
the neck muscle for EMG recording, one of which served as
EMG reference electrode.

4.3. Electrophysiology

One week after surgery, continuous monopolar electroen-
cephalographic (EEG) recording began with a 24 h test session
followed one week later by a 72 h recording session. Record-
ings were performed in the animal's home cage by using a
miniaturized data logger (Neurologger 2) (Vyssotski et al.,
2009). The data logger recorded 4 channels with analogue
filtering and amplifying cascades, a microcontroller for A/D-
conversion and data management, and a 256 MB onboard
memory chip. The dimensions of the logger were
22×14×8 mm including two hearing aid batteries. When



68 B R A I N R E S E A R C H 1 3 2 2 ( 2 0 1 0 ) 5 9 – 7 1
equipped with long lasting batteries for >5 day recording time
(Renata Z13; Itingen, Switzerland) the logger weight was 3.8 g.
With short-lasting batteries (>1 day; Renata ZA 10; Itingen,
Switzerland) the weight was <2.8 g. The head implant
(electrodes, wires, contacts and dental acrylic) had a
weight of 0.8 g. We recorded two channels of EEG and two
channels of EMG recordings at ×2000 amplification (input
range ±500 µV). Data were band pass filtered (1 Hz to 70 Hz,
−6 dB/octave), sequentially digitized (1600 or 800 samples per
second), and stored on the memory chip at sampling rates of
400 or 200 Hz per channel. Maximal continuous recording
times were 31 h with four channels at 400 Hz sampling/
channel and about 75 h with three channels each at 200 Hz
sampling rate. At the end of the experiment, the data was
downloaded from the data logger onto a personal computer
for further analysis. Recordings were completed in ten out of
eleven animals.

4.4. Data analysis

The continuous 72 h EEG recordings from seven female and
three male animals were imported into a custom-made
program based on MATLAB (The Mathworks Inc., Natick,
MA). The neck muscle EMG activity was high pass filtered (30–
70 Hz). Visual classification of different sleep stages (NREM
and REM) or wakefulness (W) was based on: 1) the level of EMG
activity (waking [W]>NREM>REM); 2) the amount of high-
amplitude-low frequency delta activity in the neocortex
(NREM>W and REM; and 3) the amount of regular theta
oscillations in the lateral parietal cortex overlaying the dorsal
hippocampus (REM and active waking>quiet waking and
NREM). Examples of EEG and EMG activities during transitions
between W, NREM and REM are shown in Fig. 1A. Waking,
NREM and REM sleep were manually scored by placing
markers at the transition boundaries between those three
stages (see vertical lines in Fig. 1A) and not by using fixed
epoch length as in semi-automated scoring. Thereforemanual
scoring could yield stage durations smaller than the epoch
durations used in semi-automated scoring (see Figs. 1B to D for
minimal, median and maximal durations of manually scored
stages). In addition durations of manually scored stages
normally do not equal exactly to multitudes of epoch
durations used in semi-automated scoring. Both can lead to
epochs which contain transition points between manually
scored stages. This may decrease coincidence between
manual and semi-automated scoring depending on the
epoch duration which was tested (see Fig. 5).

Manually marked time points of such stage transitions
were used for evaluation of duration and intervals of
individual stages and for the total amount and relative
percentage of W, NREM and REM (see Fig. 4). We used two
different methods to analyse the EEG content within ten
different frequency bands (for limits of these bands see
Table 1: 1) power spectral density functions (FFT, Hanning-
window, 512 data points, mean band power and power of the
dominant frequency); and 2) band pass filtered half-wave
period-amplitude analysis (PAA: number of baseline crossings
per second, mean duration, integrated amplitude and maxi-
mal amplitude of the half-waves). For details of the PAA see
Feinberg et al. (1978). Shortly, the half-wave period is
calculated as duration from one baseline crossing to the
next. The integrated amplitude is an estimation of the area
between the half-wave and the baseline. Signal distortions
and contamination with superimposed fast rhythms were
avoided by appropriate band pass filtering prior to analysis
(Ktonas, 1987; parameters see Table 1). Duration and integrat-
ed amplitude of each half-wave were averaged over epochs.
Table 1 lists the analysed frequency bands and band pass
filters applied for period-amplitude analysis (PAA).

Spectral power density functions were used to calculate
band power (i.e. mean power of all frequencies within the
band) and power maximum (i.e. power of the dominant
frequency) for each of the ten frequency bands. We further
calculated the ratio of theta band (4.5–8.5 Hz) power divided by
delta band (1–4 Hz) power which is frequently used in sleep
scoring, including commercial programs based on threshold
formulas. From band pass filtered PAA data the following four
parameters were calculated for each of the ten frequency
bands: 1) number of baseline crossings per second; 2) duration
between two consecutive baseline crossings; 3) integrated
amplitude of half-waves; and 4) maximal amplitude of half-
waves. We also calculated the ratio between integrated half
wave-amplitudes in the theta band and in the delta range,
respectively. Further, we calculated a parameter for regularity
of rhythmic activity for each of the ten frequency bands. This
rhythm score was computed as the number of baseline
crossings per second multiplied by the interval between
consecutive zero crossings. Oscillations with stable frequency
during the entire epoch lengthwould lead to a rhythm score of
1. The integrated amplitude of the neck muscle EMG com-
pleted the set of parameters, resulting in a total of 73 variables.
We tried to select candidate parameters with maximal
contribution to variability by applying principal component
analysis (PCA). However, it turned out that these parameters
did not have the highest discriminative power for the
supervised classifiers (see below).

4.5. Semi-automated sleep scoring

The following highly efficient set of parameters for supervised
classifiers (LDA and Tree) was identified by empirical selec-
tion: integrated amplitudes from higher gamma EEG frequen-
cy band (1), delta EEG (2), higher theta EEG band (3), and
amplitude of neckmuscle EMG (4). Addingmore parameters or
reducing to three or less parameters decreased the perfor-
mance of sleep scoring. Five different epoch durations were
used: 4, 5, 6, 8 and 10 s with 8 and 10 s yielding the best
performance (Fig. 5).

Sleep scoring was further improved by artefact rejection.
We discarded epochs with high-amplitude movement arte-
facts in the delta frequency range by using thresholds for delta
band power and for delta amplitudes larger than those
observed duringNREM sleep.We used three differentmethods
for semi-automated sleep scoring, the supervised classifiers
LDA and Tree and a conventional threshold formula com-
monly used in commercial sleep scoring programs. The
success of sleep scoring was measured as the percentage of
coincident epoch classifications (W, NREM, REM) between
manual and semi-automated scoring. In addition, the number
of false positive and false negative epoch classifications was
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calculated for each stage. The total percentage of errors was
then calculated as the sum of these two errors divided by the
total number of manually defined epochs for each particular
stage (see also Section 4.6 for additional performance
measures).

4.5.1. Linear discriminant analysis
Similar to principal component analysis (PCA), LDA performs
dimensionality reduction. However, in contrast to PCA it
preserves as much of the class discriminatory information
as possible (Fielding, 2006). For any given data set, the ratio of
between-class variances over within-class variances is max-
imized, resulting in an optimal discrimination area between
the classes. Original data were divided into 4, 5, 6, 8 or 10 s
epochs. For each epoch four empirically chosen EEG/EMG
parameters were calculated as described above. The training
data consisted ofmanually scored epochs for each of the three
stages, randomly distributed over the entire dataset. After
training LDA classified the epochs into waking, NREM or REM
according to the parameter values for each epoch. For further
details on LDA see MacLachlan (1992) and Fielding (2006).

LDA was applied according to the MATLAB's Statistical
Toolbox™ function: “classify” (Statistics Toolbox, The Math
Works Inc., 2009, page 11–13). The function “classify” is used in
the following example code:

AutoStages = classify AnalysedParams; TrainingParams; TrainingStagesð Þ

where AnalysedParams contains an array of selected para-
meters (e.g. integrated amplitude of delta band, EMG etc.) for
each epoch into which the dataset was divided. Each row of
the array corresponds to one epoch, each column to one of the
selected parameters. TrainingParams contains an array of
training epochs with the corresponding set of parameters.
The epochs for each of the stages were randomly chosen
throughout the entire dataset of 72 h. The arrays TrainingPar-
ams and AnalysedParams have the same number of columns.
Corresponding columns of both arrays correspond to the same
kind of parameter. TrainingStages contains an array of strings
with the stage codes (W: waking, N: NREM, R: REM) for the
corresponding rows of the array TrainingParams. Both arrays
have the same number of rows. AutoStages contains an array
of strings with stage codes for the corresponding rows of the
array AnalysedParams. The latter two arrays have the same
number of rows. The function “classify” classifies the rows of
the arrayAnalysedParams into groups, based on the grouping of
the rows in the array TrainingParams.

The MATLAB™ program code for LDA is available by
request.

4.5.2. Classification Tree
A different type of supervised classifier is the Classification
Tree (Tree) which is more flexible compared to LDA. This
method uses a hierarchy of predictions to sort a particular
epoch into given classes using training sets of manually
classified stages. For a detailed description of the method see
Fielding (2006) and Safavian and Landgrebe (1991). For training of
automated scoring algorithms, we used sets of manually
predefined epochs. In order to reveal maximal performance of
Tree or LDA, respectively, one set of analyses was done after
feeding in the entire dataset (100%). This procedure is, of course,
useless in real applications. We therefore repeated the analysis
with 5% of the original data, taken from randomly distributed
sections. Classification Treewas used according to theMATLAB's
Statistical Toolbox™ functions: treefit, treeval (Statistics Toolbox,
The Math Works Inc., 2009, page 11–19). The function “treefit” is
used in the following example code:

ClassificationTree = treefit TrainingParams; TrainingStagesð Þ

where the arrays TrainingParams and TrainingStages are identical
to the arrays with the same name in LDA (Section 4.5.1).
ClassificationTree is a binary decision tree where each non-
terminal node is split based on the values of a column of the
array TrainingParams. This decision tree is used by the function
“treeval” for classification of the array AnalyseParams (array
identical to LDA, Section 4.5.1).

The function “treeval” is used in the following example
code:

AutoStages = treeval ClassificationTree; AnalysedParamsð Þ

Function “treeval” uses the decision tree ClassificationTree
and the array AnalysedParams of predictor values to produce a
string array AutoStages (identical to arrays for LDA, Section
4.5.1) of predicted response values.

The MATLAB™ program code for Tree is available by
request.

4.5.3. Threshold formulas
In contrast to supervised and trained classifiers, threshold
formulas use predefined settings for each parameter to
differentiate between stages. The following formula was
used for sleep scoring: “if EMGIntegral>X, Stage= ‘W’;, else, if
Ratio<Y, Stage= ‘N’;, else, Stage= ‘R’; end, end” where X was a
threshold of neck muscle EMG (integrated amplitude) and Y
corresponded to a threshold value of the ratio between theta
and delta powers. While X separated wake states from both
different sleep types, Y distinguished between REM (R) and
NREM (N) sleep. Both thresholds had to be defined for each
dataset and animal.

4.6. Statistics and performance tests

Data are given as means and standard error of the means
(SEM) calculated frommedians ormeans of individual animals
depending on sample distribution. For group comparisons we
used two-way ANOVA followed by Bonferroni post tests as
well as paired and unpaired T-tests as stated in the Results
section and Legends.

The classification performance of semi-automatic scoring
(LDA with 5% training data, randomly distributed over the
dataset) for each of the stages and for different epoch
durations was measured with the following statistical meth-
ods: sensitivity, specificity, positive predictive value (PPV) and
negative predictive value (NPV). The following parameters were
used: 1. number of true positives (=coincidences between
automatic and manual scoring), 2. number of true negatives
(=correct rejections), 3. number of false positives (= incorrectly
identified as the particular stage, Type I error) and 4. number of
false negatives (= missed cases, incorrectly not identified as the
particular stage, Type II error). Sensitivity (also called power or
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recall rate)measures the proportion of actual positiveswhich are
correctly identified as such:

Sensitivity =
numberof truepositives

numberof truepositives + numberof falsenegatives
:

Specificity measures the proportion of negatives which are
correctly identified:

Specificity =
numberof truenegatives

numberof truenegatives + numberof falsepositives
:

Positive predictive value (PPV, also known as precision rate)
is the proportion of true positives (correctly identified) to all
positives (correctly and wrongly identified as the particular
stage):

PPV =
numberof truepositives

numberof truepositives + numberof falsepositives
:

The value of PPV depends strongly on the prevalence of the
stage which is four times lower for REM compared to both, W
and NREM (see Fig. 1E).

Negative predictive value (NPV) is the proportion of stages
with negative results which are correctly identified:

NPV =
numberof truenegatives

numberof truenegatives + numberof falsenegatives
:

For further details see Campbell et al. (2007).
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