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Preface

This book is expected to fill the existing need for an up-to-date, comprehensive
textbook in population biology and evolution at the introductory (freshman-
sophomore) college level. It is aimed primarily at one-semester introductory
courses.

In the present textbook we offer a rigorous treatment of the major aspects
of population genetics, population ecology, and evolutionary theory, but we
assume no previous knowledge on the part of the reader. We feel that our
textbook is also unique in that we start with an explicit discussion of the scien-
tific method and the processes of developing and testing hypotheses, which
we apply directly to the theory of evolution. We then refer back to the general
theory whenever more narrow and particular hypotheses are presented.

The emphasis is on the presentation and development of ideas, together
with the necessary empirical evidence. Throughout the book we have tried to
ask four questions in relation to each topic: (1) What is the problem under
attack? (2) What is the evidence, the empirical ““facts” that are relevant?
(3) What hypotheses have been proposed to explain the facts? (4) What ex-
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periments or observations exist to discriminate between alternatives? It is our
hope that the use of the hypothetico-deductive method will convey to the
student the importance of rigorous hypothesis testing and indicate that this
approach is as relevant to population biology as it is to molecular biology.
Another feature of our book is the use of mathematical models when appro-
priate. We feel that mathematics, when used judiciously in our field, can impart
discipline and insight. But mathematical models can have crippling limitations
if they are based on unrealistic assumptions. Consequently, we have explicitly
pointed out the assumptions and limitations of each model used. Furthermore,
we have derived each formula step by step, so that it is comprehensible even
to the student who has had only high school algebra. Finally, we have tried to
present as many examples and case studies as space would allow.

Population biology provides the scientific foundation for the study of the
diversity of nature, an appreciation of which is necessary to understand and
deal with issues of pollution, conservation, and management of natural re-
sources. [t is a dynamic field that is moving rapidly. It is our hope that the
vitality and importance of population biology have been captured in this book
and will be transmitted to its readers.

Many people contributed to the preparation of this book. In first instance,
We wish to thank the students at Harvard for whom the book was first outlined.
We are indebted to Drs. William Brown of Cornell University, J. Merritt Emlen
of Indiana University, William Healey of Holy Cross College, and especially
Henry Wilbur of Duke University for their careful reading of the manuscript
and many useful comments. We of course take responsibility for any errors
that may exist. To Mr. James Funston of Addison-Wesley we are indebted for
his support of this project. To the unfailing devotion of Ms. Margaret Cassidy
to accuracy and precision this book owes much, and we are truly indebted to
her. Last but not least, we wish to thank Mrs. Anita Fahey for secretarial
assistance well beyond the call of duty.

Arlington, Massachusetts O.TS.
March 1979 D.J.S.
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e ] Chapter 1

= Evolution,
Populations

and Natural Selection

Approximately half a million species of living plants and twice as many species
of animals have been found and described to date, and it is estimated that there
may be at least one or two million more undescribed species. Furthermore, it is
believed that the number of species of plants and animals, now extinct, that
once inhabited the earth is five to nine times the number of those living today.
The realization a hundred years ago that species are the result of evolution
through natural selection in the last three billion years was one of the most sig-
nificant advances in biology.

SPECIES AND POPULATIONS

We intuitively recognize a species as a group of closely similar organisms, such
as humans, horses, or carrots. The scientific definition has varied historically
(Chapter 10), but one that is often cited today is ““a group of morphologically
similar organisms of common ancestry that under natural conditions are po-
tentially capable of interbreeding.” There are a number of practical problems
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with this definition, such as ascertaining common ancestry and determining
the meaning of “similar’” and “potentially capable of interbreeding.” We will
discuss these points later, but for the moment this definition should give some
notion of what is meant by a species.

Individuals within a species do not always live in close proximity. Nor-
mally they live in more or less isolated groups called populations. In order to
study the process of evolution, we look within the species at the population.
A population is a community of interbreeding organisms since individuals
within a population normally breed with one another. However, occasional
individuals may leave the population and breed with individuals of another
population. This kind of population, called a breeding population or sometimes
a Mendelian population, has to be clearly distinguished from the population
studied by the statistician or the demographer. Either of them also defines a
population as a group of individuals but one with a different binding property,
such as “interaction in space” or “inhabitants of a given geographical locality.”

Breeding populations are not necessarily discrete units; often it is hard to
draw clear separating lines between them. A good example is the belt of balsam
fir, Abies balsamea, that extends across northern Canada from Newfoundland
to Alberta and from New England to lowa, sometimes for hundred of miles
with no obvious interruption. How can populations be demarcated in this case?
Does the impossibility of delimiting the populations invalidate the concept?
No. The inability to differentiate distinct breeding populations in certain cases
and the overlapping of breeding populations in others does not necessarily mean
that they do not exist. The problem of delimiting the breeding population into
distinct units may be compared to the problem of delimiting young and old
organisms in a nonarbitrary way. Nevertheless, “young” and “old” are useful
and valid distinctions.

In organisms that reproduce asexually (such as many bacteria and some
plants) there are no breeding populations, because each individual can repro-
duce independently. However, most asexually reproducing organisms occasion-
ally revert to sexual reproduction. For example, many species of hawthorns,
genus Crataegus, reproduce by the formation of seeds without recourse to
fertilization. However, occasionally some seeds are formed in the normal sexual
way by the union of the two gametes, an egg and a sperm. A population of
asexually reproducing organisms is a breeding population to the extent that it
reproduces sexually.

To understand how evolution works, we must understand processes within
the population. The study of these processes is called population biology. Its
main components are population genetics, which is the study of hereditary
processes within the population, and population ecology, which is the study
of interactions of members of the population with one another and with their
physical and biological environments. Although the population biologist is
primarily interested in the evolutionary phenomena that take place within the
context of populations, he must be knowledgeable about the kinds of species
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that result from the evolutionary process. The diversity of living and extinct
species, which is the domain of systematics and paleontology, is briefly con-

sidered at the end of the book.

ORIGIN OF TERRESTRIAL LIFE

The slow recognition in our day that all living creatures consist entirely of
chemicals has had great impact on biology. It used to be thought that “dead”
and “living”” matter were of different natures, but today we know that this is
not so. Since living matter is more complex, more highly organized, than non-~
living matter, organisms must have evolved from simpler, nonliving com-
ponents. By tracing the origin of living forms, we gain important glimpses
into the very nature of life.

To be sure, our understanding of the origin of life is at present far from
complete. Many of our ideas are speculative. They are based on the properties
of present-day organisms and on data submitted by physicists, chemists, geolo-
gists, and astronomers. At best, then, we have an idea as to how life could have
arisen from nonlife, but this provides only some background about the nature
of life and a brief glimpse into that nature.

The origin and nature of life have interested humans ever since they be-
came rational beings. One of the earliest explanations brought forward was
that life originated by spontaneous generation from nonliving matter. Un-
doubtedly this idea came from the observation that all dead bodies decompose
into simpler elements, that everything ““reverts to earth,” in combination with
ignorance about the life of maggots and molds, which seemed to appear from
nowhere. When Pasteur in the late nineteenth century demonstrated that spon-
taneous generation does not take place on earth today, spontaneous generation
seemed scientifically untenable, and for a time the idea was abandoned. Spon-
taneous generation is not possible today because of the presence of living or-
ganisms that feed on every energy-rich organic substance available. This fact
prevents the transformation of simple organic substances into more complex
matter, a very slow process.

But conditions on earth were different at one time. At the dawn of our
planet’s existence, no organisms were present, and therefore the slowness of
the process by which simple chemicals became transformed into more complex
ones did not matter. Under these conditions spontaneous generation is believed
to have taken place through the slow transformation of atoms and molecules
into simple chemical compounds, and of these compounds into more and more
complex substances, leading eventually to living organisms. For this sequence
of events to occur, certain conditions were necessary, such as temperatures in
the narrow range between the freezing and boiling points of water, and the
presence of a source of energy, which in this case was solar radiation. Eventu-
ally water started accumulating on the earth, and oceans were formed in which
various chemical compounds dissolved. The accumulation of water and dis-
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solved chemicals facilitated reactions among the different substances and the
formation of still more complex ones.

Many of the compounds broke down into simpler compounds and then
into elemental molecules. Thus the concentration of complex substances re-
mained low. However, under certain special conditions, the concentration of
chemicals must have increased several fold, since such higher concentrations
are necessary for even more complex reactions to take place. The absorption
of organic material in soluble colloidal particles, called coacervates, has been
proposed as an important concentration mechanism. Since each of these coacer-
vates was unique, some were more efficient at obtaining energy and in repli-
cating. Therefore compounds were eventually formed that were capable of
producing more of their own kind by a process of duplication. Duplication, or
reproduction, is the diagnostic property of life. When a substance that had
the property of reproducing its own kind appeared, no matter how simple that
substance was, what we call life had originated. From there on, by the process
we call evolution through natural selection, the simple organisms became grad-
ually more complex, acquiring the traits and functions that are characteristic
of present-day plants and animals. _

The nature of all the steps leading to the formation of life is not known.
Nevertheless, several plausible ways have been proposed. Since we have no
precise way of knowing what the exact conditions on earth were at the time,
there is a great deal of conjecture involved. Also, because of the presently
changed conditions of our planet and the slowness of the process, it is impos-
sible to verify experimentally the proposed pathways that led to the origin of
living matter. All these difficulties notwithstanding, a simple experiment show-
ing the soundness of the fundamental idea was performed by Stanley L.
Miller of the University of Chicago in 1953. He circulated in a sealed circuit
a mixture of the gases methane, ammonia, hydrogen, and water vapor, which
are universally accepted as the gases most likely to have been present in the
early atmosphere. At a certain point in the circuit, an electrical discharge simu-
lating lightning was produced (Fig. 1.1). Miller ran the experiment for a week
and then analyzed the products. Minute quantities of amino acids—the basic
components of proteins and one of the principal chemical organic substances
of any living being—had been formed.

One of the more fascinating aspects of this scheme is that once the right
conditions were present on the earth, the formation of complex organic sub-
stances and life was the inevitable consequence. Each necessary event had a
small chance of occurring per unit of time, but total time involved was tre-
mendous. In turn, the position of the earth in the solar system probably made
the presence of the right conditions inevitable. But the sun is not a special type
of star in the universe; the likes of it are counted by the millions in our galaxy
alone and by the billions in the totality of the cosmos. According to the late
Harvard astronomer Harlow Shapley, of the approximately 10%° stars existing
in the universe, 20 percent are essentially identical to our sun in size, luminos-
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Figure 1.1

Sketch of the experiment conducted by S.L. Miller. The gases methane, ammonia,
hydrogen, and water vapor were circulated for about a week. In each cycle they were
subjected to an electrical discharge. Amino acids were recovered from the trap at the
bottom. (From O.T. Solbrig, 1966. Evolution and Systematics. New York: Macmillan)

ity, and chemistry. If only one percent of these suns have planets, and if only
one percent of the planets are in positions relative to their suns similar to the
earth’s position relative to our sun, some form of life is probable for at least
2 X 10" planets. If so, life may be a rather common phenomenon after all! In
addition, Shapley thought that conditions leading to what we call life are
possible also in crusted-over stars—that is, stars with a warm center but a
cold outer crust. The reader should clearly understand that “life” is here de-
fined as some kind of self-duplicating system, not necessarily forms of life as
found on earth.

THE CONCEPT OF NATURAL SELECTION

The evolution from atoms and molecules to simple and then complex sub-
stances and from those to still more complex ones capable of self-duplication
is called chemical evolution to differentiate it from the evolution of organisms,
called organic evolution. The difference between these two kinds of evolution
lies in the fundamental nature of living matter: the capacity to reproduce itself.
In the stages leading to the formation of life, more and more complex sub-
stances in ever larger quantities were formed, as more energy was received
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from the sun and as more chemicals reacted with one another. These sub-
stances were capable of growing in a fashion similar to the growth of a crystal,
and by accidental breakage they could divide into several units. But that type
of growth was not yet reproduction. The moment the property of self-duplica-
tion was acquired, that chemical substance—most likely a nucleic acid similar
to or identical with the DNA found in chromosomes of present-day plants and
animals—could form more of its own at the expense of other and probably
simpler compounds. In other words, it could grow and reproduce. When two
substances or two strains of the same chemical have the same property, the
one that produces the larger number of surviving “offspring’” will become more
abundant. This is the essence of the process called natural selection, which is
an exclusive characteristic of organic evolution.

The concept of natural selection was first proposed by Charles Darwin
and Alfred Wallace at the same session of the Linnaean Society of London on
July 1, 1858. A year later Darwin (Fig. 1.2) elaborated his ideas in his now
famous book On the Origin of Species by Means of Natural Selection.

The principle of natural selection is based on three basic observations and
two deductions from them. First, Darwin noticed that all organisms have the
potential for increasing their numbers in a geometric fashion. That is, all or-
ganisms produce more offspring than are needed to replace the parent popula-
tion. The second observation Darwin made was that the actual number of each
kind of organism usually remained about the same from generation to genera-
tion. From these two observations he reasoned that a ““struggle for existence”

Figure 1.2

Charles Darwin. (Photo copied from
original in deCandolle Coll. at Cons.
de Bot., Geneva; print at Hunt Insti-
tute, Pittsburgh)
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must take place. Since more young are produced than can survive, they must
be competing with one another for the resources needed for survival. Darwin
also observed that no two individuals of any species are alike or, stated an-
other way, that variation is a fact of nature. If variation exists among the
adults, it must also be present among the young. When the young compete
for resources, more of those with characteristics that aid them in competition
(favorable variations) will survive than of those with unfavorable variations.
This phenomenon is called differential mortality. The surviving population will
therefore have a greater proportion of favorable variations than its predeces-
sors had, who in turn had a higher proportion of favorable variations than
their ancestors had, and so on. The repetition of this process over time elimi-
nates variations unfavorable in the struggle for existence and selects the favor-
able ones (Fig. 1.3).

One of the ways in which individuals vary is in the number of offspring
they produce. The probability that some offspring of a particular set of parents
will survive to reproductive age is greater if they produce more young, other
things being equal. Therefore, in a population of individuals similar in other
characteristics, those individuals that produce the most offspring will have a
greater chance of having some of their offspring survive to adulthood. This
process, called differential reproduction, together with differential mortality,
underlies natural selection (Fig. 1.4).

What are the characteristics that result in an increased rate of survival of
the progeny and thus affect the differential mortality? They are many and ex-
ceedingly varied, as Darwin realized. Basically, any property that increases the
survival probability of the individual and his or her offspring will be favored by
natural selection. Any inherited characteristic that makes the individual possess-
ing it more capable of surviving the rigors of the environment is termed adap-
tive. By this we mean characteristics that will result in circumventing adverse
conditions, in obtaining more and better food, in avoiding predators, and so
forth. These characteristics will result in survival of a larger number of the
young. Adaptive characteristics can be morphological, as is the presence of thick
fur and layers of subcutaneous fat in polar bears to withstand cold. They can be
physiological, as in apple trees that will not bloom and fruit well unless they
have been exposed to a certain amount of cold—an adaptation that ensures the

Figure 1.3

Differential survival. Three hypothetical rabbit pairs differ only in color. Each
breeding pair produces ten offspring. The black and white rabbits, being more
conspicuous than the gray ones, lose 60 percent and 40 percent, respectively, of their
offspring before they can reproduce, whereas the gray rabbits lose only 10 percent.
After three generations, the black rabbits, which were 33%5 percent of the original
population, are only 16/250 = 6.4 percent of the population, even though they have
increased in number. Similarly, the white rabbits have gone down to 55/250 = 21.6
percent of the population. The gray rabbits, on the other hand, have increased from
33%s percent to 180/250 = 72 percent.

>
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Differential reproduction. Suppose the black rabbits of Fig. 1.3 produce 15 offspring
at each mating instead of ten while other conditions remain the same. Then, after



Fourth generation

hd

E
o
<

60%
die

Born

Fifty-four

One hundred and thirty-five

00
(OX©)
00

OO
OO
(OX®

(010
0O
00
(OXO)
(OR@)

00O
OO
00
OO
OX0)

OO0
o0
(OX @,

0O
OR®
(0N O]

0O
O)®;
o0
OO
OO0

00
OO
(OR@;
OX@)
(OO

(O} @)
0O
0O

OO

o0

40%
die

o0
Qo0
(ORO)
(O3]
(OX0)

(OX®;
GO
OO
(OR0)
OX@)

(OXO)
(OX@)
(OX@)

OR®}
OR®,
00

o) @)
00
OX0)
(OX0)
(OX®)

OR®)
o0
OX0)
00
(OR0)

@]
O

OR®
o0

(OR0)
(OX0)
(GXO)
0X0)]
o0

ifty-four

Fi

Ninety

© e
® 6
@O
GRE]
@06
®© O
00
O®
@@
@

0O
O
G

B

(ER
2@
@@
®8
[ER S
® 0
&ie)
GO
@6
20

®®
® @
@ e
O e
© e

©e
©e
©6
Qe
B

DOV OO
POBOBOROOE OO
L0 OO B
DOOOOOBOOD B8
QOO OO B
DO CBOOLOBG OO
DO DL O
DO OO HO OO
PO OO0 ©O
DOBBOOOLOOOY OV

O
(@RS
e
® O
© O

10%
die

BOROOBOOBLOVOLOG
OO HOLOOO®O
DOHOOOOODOOOGOO
BOOOOOHOLOOOOO
BOOHHBOBOOBOOLO O

BOROOLOEOHOBO B
POOOOBLOOH O OO
B0 OBOG QB
COOOOOOHOOOB OO
COBOOOHOOLO®BG

@ e
NS
©®
GRE]
Qe

e 6
©6
®O
©O
©®

One hundred and eighty

Two hundred
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tion (as opposed to 6.4 percent in Fig. 1.3), 18.75 percent white rabbits, and

180/288 = 62.5 percent gray rabbits.
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plant against blooming in a late fall or early winter “Indian summer.” They
can be behavioral, as in the complex and highly specific mating rituals of birds
that ensure the mating only of two individuals of the same species and thus
prevent the formation of ill-adapted hybrids. Finally, a very important adap-
tive characteristic is the ability to produce the largest number of offspring
without sacrificing their ability to survive. All major traits of plants and animals
are certainly adaptive or represent expressions of former adaptive traits. It was
once believed that every inherited phenotypic characteristic of living organ-
isms, no matter how small, was adaptive, but we think today that this is prob-
ably not so.

The weakest point in Darwin’s theory of natural selection was the absence
of an adequate explanation of the mechanism of inheritance. Since natural
selection depends on the inheritance by the offspring of the characteristics of
the parents, the mechanism of transmission of these characteristics determines
the patterns of natural selection. The theory of inheritance we accept today
was first proposed by Gregor Mendel (Fig. 1.5) in 1865 although it was not
widely known until the beginning of this century. Mendel in his experiments
with garden peas found evidence suggesting that heredity was controlled by
particles passed from parent to offspring. Today we call these particles genes.
The rules governing transmission of genes are discussed in Chapter 4. The
idea of particulate inheritance is of great importance in understanding how
natural selection works in a population. Its implications are discussed in detail
in Chapters 5-9.

EVOLUTION

Evolution can be regarded as changes in any attribute of a population over
time. In an ultimate, philosophical sense, this is what evolution means. But
for the researcher who is interested in quantifying evolutionary change and
studying the mechanisms by which it occurs, this definition is too vague. Cer-
tainly not every change results in evolution, and furthermore, the definition
gives no idea of the time unit over which evolution occurs.

A very popular definition regards evolution as the change in the frequency
of individual genes in a population from generation to generation. This is a
very precise definition. Theoretically, the frequency of genes can be measured,
and changes in the frequency of each gene over time can be recorded. How-
ever, there are some problems with this definition, too. Although gene fre-
quencies can be ascertained in certain cases, at present only a relatively small
number of them can be so measured, and there is no way of judging whether
these particular genes are representative of the kind of changes that improve
survival of the organisms in the population.

A third type of definition tries to cope with the problems posed by the
two former ones by stating that evolution is the change in adaptive character-
istics in the population and their underlying genes, over time. Although ap-
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Figure 1.5

Gregor Mendel. (Photo from
Dérfler, Botaniker Portriits,
1907; print at Hunt Institute,
Pittsburgh)

parently more precise, since it specifies that only those changes that improve
the survival of the population should be taken into consideration, it leaves
unresolved what exactly those changes are. Consequently, this definition is
nonoperational and circular.

The diversity of definitions points out how difficult it is to quantify and
measure evolution. Most scientists agree that evolution is change over time,
and that this change has to involve the genetics of the organisms. But evolution
is a very complex process that includes many phenomena. Since many are not
well understood, a foolproof, rigorous definition of evolution is not yet pos-
sible. Let us now look at some of the factors important to evolution.

First and foremost is the mechanism of inheritance. The way in which
genes determine the expression of characters and the manner in which genes
are transmitted to the offspring shape the whole evolutionary picture. In turn,
the organization of genes in chromosomes and the behavior of the chromosomes
during cell division affect the mechanisms of inheritance and evolution. Evolu-
tion is therefore often specifically defined as changes in the frequency of genes
in a population.

Although evolution can take place without sexuality as known to us, this
has not been the norm. Sexuality is a mechanism that tends to combine the
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genetic materials of individuals and to produce new and novel combinations.
Its effect is a tremendous increase in variability, the advantages of which are
apparently so great that the phenomenon has become almost universal in all
plants and animals. Sexuality seems to have developed very early in the evolu-
tionary history of organisms.

Without sexuality and interbreeding, species as we know them today
would not exist. But just as important for the evolution, particularly the mul-
tiplication, of species has been the development of barriers—geographical,
ecological, behavioral, or genetical—to the free exchange of genes. The very
simple earliest organisms may have been able to mix their genes with others
of the same level of organization, but present-day organisms, with elaborate
and complicated developmental pathways, cannot exchange genes with drasti-
cally different organisms. When they do, the result of the exchanges is lethality
or at best sterility. The selective advantage of barriers that prevent gene ex-
change in such instances is clearly apparent. When we think and speak of
evolution, we refer almost always to the evolution of species. That fact is a
clear indication of the important role of sexuality and isolation.

In a slightly different sense, it can also be said that evolution is shaped
by the environment. Differential survival is always partly due to capacity to
adapt to the environment, particularly the physical environment. Chemical
evolution could occur only after our planet changed from the original “ball
of fire” to a body where water could accumulate. Organic evolution, which has
produced the tremendous number of organisms, is in part a consequence of the
adaptation of these organisms to the infinite types of environments found on
earth.

THE CONSTRAINTS ON EVOLUTION

Living organisms are complex systems that harvest energy and simple chemical
compounds and transform them into an integrated body and into offspring.
But energy and materials needed by organisms are not available in unlimited
amounts, nor are they distributed evenly on the earth.

There are two sources of available energy for organisms. One is radiant
energy in the form of light, present during the day. The other source is chemi-
cal energy, available in the form of certain energy-rich inorganic compounds,
such as nitrates and sulfates, but primarily in the form of energy-rich com-
pounds furnished by the bodies of living and dead organisms. The same dis-
tribution in availability applies to the inorganic molecules needed as building
blocks by organisms. They are available in low concentration as ions dissolved
in the waters of the seas and of rivers and in the soil water solution, and again,
they are available in concentrated form in the bodies of living organisms.

Light energy is harvested by green plants through the process of photo-
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synthesis, and it is transformed into energy-rich carbohydrate molecules. How-
ever, plants are able to use less than five percent of the incident radiation; the
remainder is reradiated or dissipated in the form of heat. With the chemical
energy contained in the sugars produced in photosynthesis, the plant builds
its body from the atoms and molecules it gets from the surrounding water (if
a water plant) or from the water-soil solution. Harvesting light requires certain
specialized structures (“‘solar panels”) we call leaves (or otherwise green
stems). They have to be placed so that they do not shade each other; they must
be strong enough to resist strong wind currents, rain, and snow; and so on.
That is, the harvesting of light constrains the form of the organism. Conse-
quently, in order to “eat” light, a plant has to specialize in its form and func-
tion. In turn, other organisms can harvest the chemical energy stored in the
leaves of plants (Fig. 1.6). These specialized organisms are the herbivores. To
efficiently harvest the energy contained in plants requires in turn specialized
morphologies that are very different from those of plants, such as organs to
separate the leaves from the rest of the plants (mouth parts) and to extract the
energy and the chemical compounds from the tissues (gut). Because plant
materials have a lot of compounds that are not digestible, and because their
protein and fat content per gram is low (except in some specialized tissues,
such as seeds, nectar, or pollen), herbivores have to consume relatively large
amounts of plant material to maintain themselves., That requires that they
spend a fair amount of their time eating. This characteristic of herbivores al-
lows another kind of specialization, that of carnivores. Carnivores get their
energy and materials from herbivores. The bodies of herbivores contain more
digestible energy per gram of matter than those of plants. However, carnivores
also have to have specialized bodies to be able to catch and overpower herbi-
vores.

The trophic structure, as the different levels of food gathering are called,
is then a source of diversity (but not the only one, as we will see further on).
It exists because organisms require energy, and the rate at which they gather
energy and the way they do so limits them in terms of what they can do and
how they are built. In turn, within each trophic level further specialization can
and does occur. Herbivores specialize by tissue: flower eaters, wood eaters, leaf
eaters. Carnivores specialize in the way they hunt: those that hunt by pursuing
their prey, those that sit and wait for the prey to come to them, those that lay
traps for the prey. Plants specialize in the efficiency of light harvesting under
conditions of high or low light intensity, high or low temperatures, and high
or low water availability.

Evolution is then the result of the interplay of many and diverse factors.
These factors themselves are subject to change. Early in the history of each
lineage of plants and animals, structures or processes developed that have pro-
foundly influenced the evolutionary history (called the phylogeny) of that
group. So, for example, a segmented body and an exoskeleton have been major
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Figure 1.6

Trophic levels. Green plants harvest energy from the sun and take carbon dioxide
from the air and water and nutrients from the soil. Herbivores obtain both energy
and nutrients by eating plants, and carnivores get theirs by eating herbivores (or
other carnivores).
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factors in the success of the insects, but these factors have in turn restricted
the size and habits of the members of the class.

It is the multifaceted characteristic of evolutionary processes that makes the
study of this subject so fascinating. And our knowledge is far from complete.
Much remains to be discovered, much to be learned. The application of new
techniques, such as the use of high-speed digital computers, or the application
of comparative biochemistry to elucidate developmental pathways or to dis-
cover evolutionary relationships at the chemical level is opening grand new
vistas in the field.

In the following chapters we will describe in detail some of the major
evolutionary factors, analyze their role and relative importance, and investigate
their development. We will also try to relate these factors to the field of
ecology. Whenever possible, we will attempt to point out how human investi-
gative tools limit as well as help in the acquisition of knowledge about nature.
But first it may be useful to dispel some erroneous notions and popular mis-
conceptions about evolution.

WHAT EVOLUTION IS NOT

The misconceptions about evolution are many. Although the reading of this
account should dispel most misconceptions, two ideas are so fixed in the popu-
lar mind that they deserve to be considered separately. The first is the equation
of evolution with struggle. The phrase “survival of the fittest’”” is Darwin’s, but
it is clear from his writings that he did not mean it as it is often interpreted.
It was the British philosopher Herbert Spencer (1820-1903) who popularized
the idea of struggle in his works and his concept of social evolution. In the
historical context of the times, the idea of struggle between individuals, from
which the winner, the fittest, survives to get the spoils, was appealing to cer-
tain groups. The second half of the nineteenth century represented the height
of the laissez-faire era, the pinnacle of the British Empire. Spencer’s ideas, with
apparent backing from the natural sciences, gave a supposed scientific (and,
for some, moral) justification to the abuses of the times. In translating organic
evolution to the social scene, Spencer misinterpreted the main idea—that is,
differential survival and reproduction of the progeny. He replaced it with one
element of natural selection, differential mortality due to better adaptation to
the environment, and interposed the idea of direct competition as responsible
for differential mortality. The ideas as presented are entirely his and have no
scientific backing. We must keep always in mind that by the “fittest” Darwin
meant the one with the most surviving progeny. That can be and often is a
comparatively weak individual.

Almost a hundred years later, the Soviet geneticist Lysenko, in the name of
Darwinism and with the official blessing of the Communist party, was to de-
nounce several aspects of modern genetics and cytology and accept the theory
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of the inheritance of acquired characteristics. In Stalinist Russia, these ideas
gave an apparent scientific backing to the efforts of the state to mold the in-
dividual into an obedient servant, so that his descendants might become still
more docile and obedient. In this case, too, abandonment of scientific accuracy
created confusion, and although we are all aware of the fallacies and political
motivations of Lysenko, we are not always so much aware of Spencer’s mis- -
takes.

Evolution also lacks foresight. At one time it was believed that evolution
was “inner-directed” and consequently was purposeful, or goal-directed. This
was called the theory of “orthogenesis.” Evolutionary change, however, is the
result of genetical and ecological circumstances at each particular time and
place on the earth. What these phenomena are and how they interact is the
substance of this book.

The second important point to understand is that no moral judgment of
any sort can be read into evolution. Evolved organisms are not “better” in a
moral sense; they are only better-adapted to the environment they occupy
compared with their extinct ancestors. We also should remember that every
living species, by this very fact, is adapted to the environment it occupies,
presumably as effectively as any other living organism, irrespective of the
phylogenetic positions of the organisms in question. Evolution is as blind as
Justice is supposed to be: Those with the largest surviving progeny will mul-
tiply, regardless of how good or bad humans may consider them.

In the coming chapters we will present the background necessary to under-
stand evolution. In Chapter 2 we will discuss the scientific method and in
Chapter 3 apply it to the theory of natural selection. The first three chapters
of Part Il (Chapters 4, 5, and 6) will be dedicated to simple genetic aspects.
We will discuss first the basic laws of genetics, then look at the chromosomes,
the physical structures that contain the hereditary material, and finish with a
detailed presentation of the major factors that account for genetic changes in
populations. Chapter 7 deals with the role of chance in evolution and Chapter
8 with reproduction. Chapter 9, which carefully reviews the known patterns
of genetic variation in populations of plants and animals to see whether they
agree with what has been predicted so far, completes the discussion of basic
population genetics.

Part III deals with patterns of evolution at the level of the population, the
species, and the community. What the evolutionary units are and how the
genetic structure, seen in Part II, is translated into a pattern of individuals,
populations, and species constitute the subject of Chapter 10. In the next two
chapters we discuss the process of species formation, and Chapter 13 takes
up the subject of population growth. In Chapters 14 and 15 we discuss com-
munity structure. Chapter 16 is dedicated to a discussion of behavior—what
it is, how it affects evolution, to what extent it is inherited. The book finishes
with a chapter on the role of paleontology and one on taxonomy.
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Chapter 2

The Scientific
Method

Throughout history, human beings have observed and attempted to explain
nature. But in the last few centuries our knowledge of nature has become many
times deeper and broader than in all the previous millennia. The reason is the
development of the scientific method, a tool that has provided many valid and
useful generalizations. In this chapter we explore the ways by which the scien-
tific method differs from other ways of gaining knowledge.

ACQUISITION OF KNOWLEDGE

Formal logic deals with the possible relations regarding truth or falsity among
propositions, no matter what their subject matter. Logic gives the necessary
conditions for valid inference so as to eliminate false reasoning. However,
formal logic is not sufficient to establish any material or factual truth in any
particular field of knowledge. What, then, are the ways we acquire knowledge?

Most beliefs are based on the acceptance of current attitudes or on our own
unquestioned assumptions. Most of us find ourselves challenged at one time or

23
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another to support or change our opinions and beliefs. And we do so by various
methods. A method is a procedure for dealing with a set of problems—in this
case, for supporting our beliefs. According to the American philosopher M.
Cohen the most frequently used methods are the following four.

1. The method of tenacity. This method results from habit or inertia. We
defend a statement simply because we have always believed it. Questions of
country, race, language, favorite sports team, etc., are most often supported
this way. It must be obvious that new knowledge is rarely obtained by this
procedure. Nevertheless, most arguments between people, including some of
the most heated ones, involve statements that are defended through the use
of the method of tenacity.

2. The method of authority. Appeal to some higher authority is another
method by which humans defend their beliefs. The authorities vary in accor-
dance with the belief of the individual and the subject matter: Marx, the
founding fathers, Che Guevara, Mao’s little red book, the Bible, the Koran,
Amy Vanderbilt, Vince Lombardi, etc., are cited by one or another person as
sufficient reason for the correctness of their beliefs in matters of politics, re-
ligion, manners, and sports.

There are two distinct situations in which the method of authority is used.
An individual who lacks direct factual knowledge can choose to take someone
else’s word. This is what we do when we consult a dictionary, or a history book
for the date of a battle, or a chemistry book for the formula of a compound.
Such an appeal to authority is inevitable and reasonable, since we do not have
the time to research thoroughly every question. It nevertheless involves the
investment of the source with a special authority, even though the individual
reserves the right not to accept the opinion of the expert source.

The second case involves the appeal to an authority that has invested itself
or has been invested by others with some sort of infallibility. Political, social,
and religious questions in particular are subject to this process. The authority,
in turn, whether it is a religious or political document or leader, invokes some
external force to give sanction to its decisions. Furthermore, the authority di-
vests the individual of the right to modify the opinion of the expert source.
The individual who defies such a ban is branded heretic or deviant.

Although the method of authority aims at obtaining unanimity and stabil-
ity of belief, this goal is not possible, because the “authorities” disagree among
themselves, and the number of “heretics” is always substantial.

3. The method of intuition. Some values in a culture are so ingrained, and
some phenomena so appeal to our senses, that we believe them to be “self-
evidently”” true. That the earth is flat and that the sun revolves around it, that
mold is formed by decaying matter, that professors are always right—these
concepts were accepted for a long time as “self-evident.” However, many
“self-evident” truths have been proved wrong: The earth is round; the sun
does not revolve around it; even professors have been found in error. In other
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words, our senses are not infallible, and the fact that a proposition is not
questioned because it is considered ““self-evident” is no guarantee of truth.

4. The method of science or reflective inquiry. The methods presented so
far try to supply absolute and final answers. However, they are all subject to
human error and arbitrariness. Furthermore, they have no built-in way to de-
tect and correct mistakes. The scientific method does not produce final answers,
but it provides the best alternative compatible with observation and experi-
mentation.

The scientific method is based on observations of nature, hypotheses for-
mulated to explain those observations, and experimental testing of deductions
from those hypotheses. New observations are constantly being compared with
old observations and theories. Errors are detected and theories are modified as
new information becomes available. Consequently the scientific view of the
world is provisional and uncertain. This uncertainty does not deny scientific
progress but, rather, makes it mandatory, since misconceptions, which are
inevitable, given the fallible nature of humans, are constantly being cleared
up. Scientific precepts, like common sense, are opinions, but opinions based
on observations rather than arbitrary dicta. Let us now briefly consider what
the scientific method is.

THE STRUCTURE OF THE SCIENTIFIC METHOD

Philosophers and logicians of science are not entirely agreed on the structure
of the scientific method. Scientists, even the most successful ones, have in
general paid little attention to this question, and they usually can give only
vague and imprecise views regarding the logical foundations of their work.
What follows is a general picture of the scientific method, painted with a broad
brush (Fig. 2.1). Interested readers are referred to Bunge’s Scientific Research,
Kuhn’s The Structure of Scientific Revolutions, Cohen and Nagel’s An Intro-
duction to Logic and the Scientific Method, Popper’s The Logic of Scientific
Discovery, and Madden’s The Structure of Scientific Thought for greater in-
sights and further discussion.

The starting point in any scientific inquiry is a realization that we have
insufficient knowledge to explain satisfactorily an observed natural phenom-
enon. For example, why is it that offspring resemble their parents but are not
identical to one of them or exactly intermediate between both? The scientist
refers to this first stage as “‘the problem.” There are innumerable “problems”
that can be investigated. Some are trivial; some are not. Some are inconsequen-
tial to the advancement of science or to human welfare; others are tremen-
dously important. The scientist when choosing a problem to research has to
decide what its relative importance is, both to the advancement of science and
to humanity. Sometimes the problem appears to have very little practical sig-
nificance, but it eventually proves to be very important. An example is Roent-
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One view of how the scientific method operates.

gen’s observation that certain types of radiation were not deflected by magnetic
fields, which led him to the discovery of X rays, with all its implications.

Once the problem to be investigated has been chosen, it must be formu-
lated very clearly and precisely. The scientist has to state very exactly what
the problem is.

The second step in a scientific inquiry is to collect all the facts relating to
the problem under investigation. Facts in this context are observations, mea-
surements, specimens, previous ideas, and so on, which are gathered by the
investigator from books, from conversations with colleagues, and particularly
from his own study of nature. At this stage the complexity of the real world
is reduced to a simpler dimension, relevant to the problem under study, and
more comprehensible to the scientist.

After the problem has been formulated and all the facts have been as-
sembled, the scientist attempts to find an explanation, a solution to the problem
under study that does not violate the “facts” that he and others have collected.
This involves the formulation of one or more hypotheses, or models, and the
testing of the models to identify the more accurate one.

A hypothesis is formulated through inductive reasoning.* In other words,
from a number of isolated, detailed “facts” the scientist proposes an explana-

* The exact nature of hypothesis formulation is controversial. See Popper and Ghiselin for
discussion of these problems.
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tion that is of general validity, i.e., one that transcends the facts and will be
valid in situations, places, and times not yet observed or tested. Philosophers
have argued vehemently about whether induction can be justified logically and
what its rational foundation is. Nevertheless, the formulation of new hypoth-
eses through inductive reasoning appears to be the way by which new advances
in science are made.

According to the classical idea of how the scientific method works, formu-
lation of hypotheses follows data gathering. In reality both processes usually
go hand-in-hand.

A hypothesis not only has to explain natural phenomena but must make
certain predictions, predictions that must be testable. For example, to say that
the offspring resembles its parents because they are related is not a true ex-
planation, even though the statement is a truism. To say, however, that the
offspring resembles its parents because they have transmitted to it a certain
number and kind of genes according to certain rules is a valid scientific ex-
planation, because the existence of the genes, the fact of their transmission,
and the rules of their transmission can all be verified through experiments and
observations.

The test of a hypothesis often takes the form of a planned laboratory
experiment. Although this is the usual way of verifying hypotheses in physics,
chemistry, and much of biology, it is not a requirement, and in certain fields,
such as geology, laboratory verification is impossible. Observations in nature
often replace laboratory experiments in verifying hypotheses in the field of
evolution and population genetics. Other ways are through field experiments
(i.e., agriculture); through modification of natural environments, so-called per-
turbation experiments (as in ecology, for example); through actual physical
models that simulate a natural situation; or through numerical examples on
the computer. Another very important way to test hypotheses is through com-
parison of equivalent or near-equivalent situations. Structures, organs, or pro-
cesses are compared in different situations, different organisms, and/or differ-
ent places when it is suspected that they have been subjected to similar forces,
such as similar selective pressures. From the observed differences and similari-
ties, insights are obtained regarding the operation of universal processes. This
“comparative method” is very important in evolutionary studies.

The exact form of the verification is not crucial. What is essential is that
the explanation of the problem always be verifiable through its predictions.
These predictions are general deductions that follow logically from the hypoth-
esis, and any hypothesis must be presented in such a way that predictions, or
general statements of a testable or verifiable nature, follow. For example, at
one time in the history of biology it was believed that something called ““élan
vital,” vital essence, explained many unique properties of living organisms.
Since this vital essence was supposed to be immaterial, it could not be tested
in any way. Therefore ““élan vital” was a pseudoexplanation, and it was even-
tually dropped in favor of a wholly materialistic view.

If the predictions deduced from the hypothesis are found to be true, that
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result is taken as temporary proof of the validity of the hypothesis. The ques-
tion has been answered, and the investigator can repeat the process with a new
question.

What we have just presented is the classical view of how the scientific
method works. It assumes (a) that the scientist is completely impartial, (b) that
in every case all the relevant facts are known, and (c) that experiments or
observation designed to test a hypothesis always yield clear-cut results. These
assumptions are seldom, if ever, found. In real life, hypotheses are formulated
by more or less biased human beings, they are usually based on an incomplete
knowledge of nature, and they are backed with observations and experiments
that are less than conclusive. These conditions set the stage for the scientist-
author to defend his or her hypothesis by some of the means explained before.
Particularly if well known, the scientist can appeal to his or her authority to
defend the theory. A good example comes from the early history of genetics.
After Mendel published his paper on the genetics of garden peas, he sent a
copy of it to the German botanist Carl Nigeli, considered by biologists of the
time the greatest authority on heredity. He was Professor of Botany at the
prestigious University of Berlin. Nigeli was skeptical of Mendel’s work, not
grasping the simplicity and elegance of the experiments. He consequently wrote
to Mendel saying that he would believe the findings only if Mendel was able
to repeat the work and obtain similar results with hawkweeds (Hieracium
spp.), the plant with which Nigeli was experimenting at the time. Mendel tried
but obtained negative results. Unknown to both investigators (and to every-
body else at the time), hawkweeds form seeds asexually. Thus, Nigeli was able
to use his prestige to impose conditions that effectively suppressed Mendel’s
ideas and kept them from being accepted. Although Nigeli’s request for verifi-
cation of Mendel’s theories was perfectly valid, his request that Mendel work
with hawkweeds is more questionable.

Another problem is that theories proposed to solve one problem are not
independent of other theories proposed to solve different problems; rather,
they are all part of a general view of the world. Theories are therefore really
groups of theories, and the tendency when one faces a new problem is to pro-
pose an explanation consistent with other accepted theories. In other words,
rather than a brand new theory, what is usually proposed is a subtheory of an
already accepted theory. For example, a nonevolutionary theory to explain the
structure of an organism would be considered unacceptable today, even if it
agreed with the facts and the test of the hypothesis was positive. It is only
when the whole construction of theories within theories becomes too unwieldy
and complicated that the basic theory is challenged. A challenge usually creates
a split in the scientific community. Typically, many of the older, established
scientists refuse to believe the new general hypotheses, whereas others, par-
ticularly the younger scientists, enthusiastically endorse the new concepts. This
difference of opinion results in clashes and controversies. The change from the
Ptolemaic to the Copernican view of the world in the sixteenth century was
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such a clash. The change from a Newtonian to a relativistic cosmology at the
beginning of this century was another such confrontation. In biology we can
cite the change from a creationist to an evolutionary view of the world in the
1860s. In our days, the big change has been in geology. From a view holding
that continents have always been in the same position relative to each other,
we have changed to one proposing that continents “/drift” over time.

Ideally the scientific method is a very effective procedure for obtaining in-
formation about nature. However, it is not necessarily free of errors, and it can
actually be used to support false concepts about nature. Most scientists make
an effort to apply the scientific method in its purest or ideal form, but most, if
not all, fail to a lesser or greater extent for the reasons given above. More
fundamentally, they fail because scientists are part of a cultural environment,
and they cannot become entirely detached from the values of the society to
which they belong. These values influence their thinking and the approach to
their work.

NECESSARY COMPONENTS OF A HYPOTHESIS

The scientist is as much a creator as a discoverer, and imagination is as impor-
tant as dedication and hard work. However, scientific work has more con-
straints than artistic endeavor, and hypotheses or models have to follow certain
rules.

First, a hypothesis has to be formulated in such a way that verifiable de-
ductions can be made, so that it can be decided whether the hypothesis does or
does not explain the facts. Scientists and philosophers of science have argued
vehemently about what the origin of a concept or hypothesis must be. Some
philosophers of science, the so-called empiricists, argue that all concepts or
hypotheses in science must originate from the scientist’s past experience with
specific objects or events and their relations. However, extreme empiricism
could not explain the development of concepts such as the gene or natural
selection, since Mendel and Darwin had no previous experience with either
concept. Philosophers and logicians of science agree today that a hypothesis
can have any of many alternative sources: intuitions, trial and error, past ex-
perience, accident, or imagination. What is crucial is that it be fruitful and con-
firmable. Often the hypothesis itself cannot be verified, but its consequences
can (e.g., mutation theory, p. 119). One must always remember that a hypoth-
esis that cannot be put to a test is meaningless.

Another important aspect of a hypothesis is its logical form. A hypothesis
consists basically of three kinds of statements. First, there is a set of statements
that specify the situation to be explained. These statements are called the ante-
cedent of the hypothesis. For example, in Mendel’s classical experiments
(Chapters 1, 3), the antecedent would have been statements concerning the
existence of lines of tall and short peas, with smooth and wrinkled seeds, white
and red flowers, etc., that breed true to each other; the fact that any two lines
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can be crossed to each other with no loss of fertility; and the fact that all be-
long to the same species. The antecedent consists of statements indicating cer-
tain conditions that are realized prior to or at the same time as the phenomenon
to be explained. The antecedent is the formalized “problem’ of the scientist.
Second, there is a set of statements of general and universal validity. They are
natural laws that apply to the phenomenon. In our example they are the Men-
delian laws. The antecedent and the appropriate general law explain (or at-
tempt to explain) the phenomenon in question and consequently lead to a third
kind of statement, or prediction, which can be verified by observation or ex-
periment. Of the three kinds of statements, it is the second, the formulation of
general statements, that is considered to be the hypothesis proper. But without
an antecedent and without testable predictions, a hypothesis becomes a dog-
matic statement of little utility.

In formulating and testing hypotheses, one must take competing hypoth-
eses into consideration. The process of elimination consists of determining
whether all competing hypotheses explain all the facts. Eventually one hypoth-
esis is left standing because it alone accounts for all the facts. However, there
is a qualification. The scientist testing alternative hypotheses can decide only
among known hypotheses. Perhaps there is still another, not yet formulated,
that accounts for all the facts just as well but more simply and economically,
and that is of more general validity. Consequently, since we cannot be certain
that all possible alternatives have been considered, a hypothesis can be proved
only to be probably but not necessarily true. This restriction actually applies to
all scientific knowledge: It is only probably, not necessarily, true.

There are further complications. Sometimes no single hypothesis explains
the entire set of relevant facts, but two or more hypotheses will come close,
explaining many but not all of the facts. Neither hypothesis is therefore en-
tirely acceptable. If they cannot be combined into one because they make con-
tradictory statements, a problem arises. Or we may have the opposite problem:
Two or more existing hypotheses explain all the facts, and there is no way of
discriminating between them. In these cases, the general rule is to decide in
favor of the hypothesis that is logically the simplest. We choose the hypothesis
that explains the facts with the least difficulty, i.e., with the fewest number of
undefined terms and unproven assumptions. This rule is called “Occam’s
razor” in honor of William of Occam (or Ockham), an English Franciscan
scholar of the early fourteenth century. As enunciated by Occam, the maxim
states: “’It is vain to do with more what can be done with fewer.” Stated in
modern language: ““Entities are not to be multiplied without necessity.”

Another important component of a model is its deductive development. By
this we mean that a hypothesis is elaborated further so as to uncover all its
implications. Many hypotheses are developed verbally, but more and more,
mathematics is being used to develop hypotheses. A good example in popula-
tion biology is the theory of population growth and regulation, which will be
discussed in Chapter 13. Since mathematics is a deductive science, it is a per-
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fect tool for the deductive elaboration of a new hypothesis, provided, of course,
that the concepts of the hypothesis are quantifiable. But mathematics is only a
tool, not an end. A hypothesis that is elaborated in mathematical terms is not
intrinsically more correct than one that is verbally elaborated. But it is often
easier to see inconsistencies as well as previously unthought-of predictions
when a hypothesis can be stated and elaborated mathematically. Therein lies
the strength of mathematics. However, in population biology we often deal
with complex and incompletely understood facts (antecedents). To elaborate
hypotheses mathematically regarding these facts often requires one to make
simplifying assumptions, and that may be unrealistic. In short, although the
scientist can use mathematics to great advantage in formulating and develop-
ing hypotheses, mathematics is no substitute for imagination and biological
insight.

The last step in the formulation and development of a model or hypothesis
is the observational and experimental test of the hypothesis, to verify whether
or not predicted and actual consequences coincide. These tests have to be uni-
versal, repeatable, and public. Tests that cannot be repeated or can be repeated
only in one laboratory or country or by one person or group of persons are not
acceptable. Tests must have controls; that is, the relevant variables have to be
accounted for. Since variables are easier to control in an artificial environment
created by the experimenter, laboratory experiments are superior to observa-
tions in nature. However, since it is not possible to artificially recreate nature,
laboratory experiments may result in a controlled but highly modified environ-
ment, invalidating the test of the hypothesis. This is particularly so with evo-
lutionary hypotheses.

In the next chapter we will analyze the theory of evolution by natural
selection in the light of the rules provided by the scientific method.
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L Chaper 3

7 The Theory of
Evolution by
Natural Selection

Ideally the theory of evolution by natural selection should predict the state of
the biota of the earth at some future time. For that to be possible, however, a
complete description of the present state of the biota is needed, as well as a
complete knowledge of the rules or laws by which organisms change in time.
No such understanding exists, nor is it likely that it ever will exist. The num-
ber of individual organisms is so large and each is so complex that it is virtu-
ally impossible to describe them all. At present we possess only an incomplete
and cursory description of the principal characteristics of the majority of the
species of plants and animals (Chapter 18).

Not only do we not have a detailed description of the organisms that live
in this world, but we do not understand yet the exact nature of the evolution-
ary changes that take place in a single lineage. Furthermore, another condition
necessary to predict future evolutionary states is to know the exact changes
that will take place in the environment. Clearly, a totally predictive theory of
evolution is not possible.

But even if we had all the necessary requirements, such as a complete

33
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knowledge of the present state of the biota and an adequate knowledge of the
rules that determine evolutionary change, as well as a means of predicting the
changes in the environment, it still might not be possible to totally predict evo-
lution. The reason that future evolutionary changes may be unpredictable in an
ultimate sense has to do with the stochastic nature of certain phenomena. By
this we refer to the fact that certain evolutionary events depend on chance, and
consequently they are predictable only in a statistical sense (Chapter 7).

In this chapter we will review the theory of natural selection, its domain,
and its shortcomings, thus setting the stage for the more detailed description
that follows in subsequent chapters. '

Darwin’s goal in writing Origin of Species was to demonstrate that the
variability present in natural populations was sufficient to give rise to new
species under the right circumstances. His goal, therefore, was not to predict
the future outcome of evolution but to develop a purely materialistic hypoth-
esis to explain the origin of the diversity of organisms. To replace the idealistic
concepts prevalent at the time, Darwin suggested a testable mechanism, natu-
ral selection, to explain the origin of species. Although it is not a requirement
of the theory that all evolution proceed by natural selection, Darwin implied
that evolution did proceed only in that way. In this sense his theory predicts
that future species will originate only as a result of natural selection.

We will now use the concepts developed in the preceding chapter to restate
the theory of evolution by natural selection in a more rigorous and precise way
than we stated it in Chapter 1. We will divide the discussion into three parts.
First we will discuss the fundamental observations on which the theory is
based; in other words we will explore the “problem” and the “facts” that the
theory of evolution by natural selection attempts to explain. Then we will ex-
plore the theory itself under the heading “Minimum Conditions Necessary for
Evolution by Natural Selection.” We close the chapter with a discussion of
whether evolutionary theory is a general theory, a hypothesis, or a world view,
and whether it can be rigorously disproved by experiment or observation.

EVOLUTION BY NATURAL SELECTION:
THE PROBLEM AND THE FACTS

Wherever we look, whether up in the skies or down into the ocean depths,
from the tropics to the polar regions, we find living organisms. Their multitude
is enormous, their forms, shapes, and ways of life so varied that they often
appear strange and incomprehensible to us. All this multiplicity is but an ex-
pression of an advanced level of chemical organization that we call life. As far
back as there are records of human thought, there is evidence that humans
tried to explain this diversity of life and for that purpose developed elaborate
mythologies, tales, philosophies, and religious doctrines.

Starting in the sixteenth century, a number of European thinkers, most
notably Bacon, Descartes, and Galileo, became dissatisfied with the way nature
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was explained. Aided by new instruments, especially the telescope and later
the microscope, and by new mathematical tools, such as the differential cal-
culus developed by Newton, they increasingly realized that nature often be-
haved in a counterintuitive manner; that is, things were not always as they
appeared at first sight. Consequently these thinkers demanded proof of intui-
tive statements about nature. This was the origin of what we now call the sci-
entific method, discussed in Chapter 2.

When natural historians applied the new methodology to the organic
world, they made four important observations:

1. There is a certain similarity of structure, morphology, and behavior among
organisms.

2. Plants and animals can be arranged into groups on the basis of such sim-
ilarities, and these groups can in turn be ordered into series, going from
the simplest to the most complex.

3. “Petrified” (fossilized) bones of extinct animals can also be distinctively
grouped, and these groups can be fitted into the ordered series of living
organisms. (Until the sixteenth century, petrified bones had been inter-
preted as belonging to animals that had perished at the time of the biblical
Flood.)

4. Like begets like, but occasionally the offspring differs from its parents in
small or occasionally in major ways. (These changes were called “muta-
tions,” but they should not be confused with what we call mutations
today.)

These observations led logically to the idea that the diversity of living
organisms could arise by a process of “evolution.” Starting with a simple,
primitive organism, by occasional “mutations” a slightly more evolved or “ad-
vanced” form could originate, which in turn could give rise to an even more
“advanced” form, and so on, in a procession that would lead eventually to
humans. And so the idea of evolution entered the field of natural history in the
seventeenth and eighteenth centuries through the writings of Erasmus Darwin
(Charles Darwin’s grandfather), the German poet Johann Wolfgang Goethe,
and especially the great French naturalist Jean Baptiste Pierre Antoine de
Monet, better known as the Chevalier de Lamarck (1744-1829). Lamarck was
the author of one of the first treatises in which species were not considered
immutable but were supposed to change with time.

However, neither Lamarck nor any of the pre-Darwinian evolutionists pro-
vided a plausible reason for evolution or a credible, testable mechanism to
account for evolutionary change. Theirs was an explanation for the existence
of similarities between organisms, but since it did not make any testable pre-
diction, that explanation did not constitute a rigorous scientific theory. The
idea of evolution did not receive much favorable attention at the time.
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Darwin provided the missing ingredient. He had noted that many more off-
spring are produced than can possibly survive. Consequently there is competi-
tion or, to use Darwin’s phrase, a “struggle for existence’”” among organisms.
Any characteristic, he reasoned, that will increase the probability of survival
of an individual and its offspring will become increasingly more abundant until
eventually all individuals in the group will possess the trait (Fig. 1.3). This
process Darwin called natural selection, because it is akin to the process of
selecting the best seeds for sowing a crop or the best sires for breeding in ani-
mal husbandry. Selection exercised by humans Darwin called “artificial selec-
tion.”

When the concept of natural selection was added to the observations of
the pre-Darwinian naturalists as the driving force of evolution, a scientific
hypothesis to explain the diversity of living organisms was produced. That hy-
pothesis states specific necessary conditions, each of which is subject to verifi-
cation (or negation) by observation and/or experimentation. These conditions
have to do with reproduction, inheritance, the correlation between survival and
the individual’s characteristics, and the origin of variation. Let us now explore
these conditions further.

MINIMUM CONDITIONS NECESSARY FOR
EVOLUTION BY NATURAL SELECTION

Reproduction

For natural selection to occur, organisms must produce more offspring than
the number necessary to replace them. The necessity of this condition should
be clear. If every individual or every pair of individuals in a population pro-
duces the exact number of offspring needed to replace it—that is, exactly one
per individual—and if each offspring survives to adulthood and has exactly
one offspring, and so on, a perfect demographic equilibrium will ensue. Under
such conditions evolution by natural selection in the way it is here defined
could not occur, since there would be no differential reproduction or mortality.
On the other hand, if individuals produce fewer than one offspring apiece, the
population will inevitably become extinct.

Note that the emphasis is on producing exactly one offspring per individual
that always survives to adulthood. Such a situation is unrealistic, however.
Accidents of one sort or another will always occur, not to mention the fact that
some species exist by consuming others, often concentrating on the more vul-
nerable young. If any deaths occur before the individuals reproduce, a species
in which every adult produces exactly one offspring is on its way to extinction.
Since by and large (over a short time span) species are not decreasing in num-
bers, it follows that most species produce more offspring than are strictly
needed to replace them.
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That statement can be verified by observation. Tables 3.1 and 3.2 show
the number of offspring produced by females of various species. Two points
are worth mentioning. First, we can see that this condition is met in all species.
No known organism produces exactly one offspring per individual. All species
produce more. The second point is that species vary tremendously in the num-
ber of offspring they produce. Some, such as the human species, have com-
paratively few offspring, but others, such as the proverbial oyster and many
plants, produce thousands of offspring. Furthermore, the energetic investment
in the offspring varies tremendously: Some species of plants invest more than
30 percent of their total body energy in the production of offspring, but others
invest less than one percent.

Correlation between probability of survival
and phenotype

Given that every species produces an abundance of offspring, two alternatives
are possible regarding the probability of survival of individual offspring. (1)
Survival is entirely due to chance. (2) Survival is at least in part related to the
characteristics (morphological, physiological, biochemical) of the offspring. In
both cases we would observe changes in the population (certain characteristics
can be lost or fixed by chance alone), but in the first case, the observed changes
should be random, and they should oscillate over time. Since we observe a cer-
tain degree of undeniable adaptation (such as the development of eyes to see)
in lineages in the paleontological record, the hypothesis that evolution is solely

Table 3.1

Number of offspring per reproductive season for various animal species.
Homo sapiens man 1/litter
Canis familiaris dog 7 (1-22)/litter
Sturmus vulgaris starling 4-6 eggs/clutch
Terrapene carolina box turtle 2-7 eggs/clutch
Rana catesbeiana bulifrog 6000-20,000 eggs/brood
Salmo trutta trout 200-6000 eggs/spawning
S. aguabonita trout 1380-2280 eggs/spawning
Homarus americanus American lobster 8500 eggs/spawning
Argopecten irradians common scallop 2,000,000 eggs/spawning -

(Pecten irradians)
Crassostrea virginica eastern oyster 500,000-1,000,000 eggs/
spawning

Drosophila melanogaster fruit fly 100 eggs/female
Vespula maculata bald-faced hornet 25,000-35,000 eggs/queen
Musca domestica housefly 75-200 eggs/female

Data from P.L. Altman and D.S. Dittmer (eds.), 1972. Biology Data Book, vol. 1, 2nd ed.
Federation of American Societies for Experimental Biology.
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Table 3.2

Number of seeds per plant per year for herbaceous species growing in a
recently plowed field (1 yr), a weedy field (10 yr), and a forest.

Number Mean Range in
of Number of Number of
Plants Seeds/Plant Seeds/Plant
1-Yr Field
Ambrosia artemisiifolia 12 1190 110-2690
Chenopodium album 57 4820 90-50,100
10-Yr Field
Solidago altissima
and S. canadensis 11 3070 960-5330
Forest
Dentaria laciniata 9 24 9-42
Cardamine bulbosa 10 33 5-90
Sanicula gregaria 27 . 26 3-50
Prenanthes alba 7 118 95-170

From Newell and Tramer, 1978. Reproductive strategies in herbaceous plant com-
munities during succession. Ecology 59:228-234.

a chance phenomenon must be rejected. However, exactly what proportion of
the changes in evolution are adaptive is an open question.

Inheritance

If the characteristics that promote the survival of some individuals are not
transmitted to that individual’s offspring, the descendants of a successful in-
dividual may all perish for lack of the right adaptive character. Observation
and experimentation show that most characters of organisms are inherited,
although they may be expressed by the offspring in a modified form because
of environmental factors. We also know that this includes characters that are
directly involved in increasing offspring survival.

A case in point is the moth Biston betularia in England. This animal, which
is active at night as most moths are, rests during the day on the bark of trees
with its wings open. Normally the trunks of the birches are covered with white
lichens with gray specks. The color of the moth’s wings is also white with
some gray specks, so that it blends perfectly with the lichens in the background
(Fig. 3.1). During the day moths are hunted by birds. The better the match of
the moth with its background, the lower the probability that it will be seen by
a bird and eaten (Table 3.3). About one hundred years ago, butterfly collectors
around Birmingham, England, started to encounter a different form of the
moth, which was given the name carbonaria because it had gray-black wings.



Minimum Conditions Necessary for Evolution by Natural Selection / 39

(b)

Figure 3.1

The peppered moth and its black form carbonaria (a) at rest on lichened tree trunk
in unpolluted countryside, Dorset, England, and (b) at rest on oak trunk bare of
lichens near Birmingham, England. (Photo courtesy of Dr. H.B.D. Kettlewell, Oxford
University)

Table 3.3

A. Number of Biston betularia taken by birds over two
days in a polluted forest after equal numbers of each
were released.

f. typica 43
f. carbonaria 15
Total 58

B. Percentage of moths released which were recaptured
at the end of the day over a seven-day period in a
polluted forest.

f. typica 45.79
f. carbonaria 62.57

Data from B. Kettlewell, 1973. The Evolution of Melanism.
Oxford: Oxford University Press.
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An intermediate form, insularia, which at first was grouped with carbonaria,
was discovered later. As years went by, f. carbonaria became more numerous
in and around the industrialized areas of Britain, and it is today the prevalent
form. What happened? With the advent of the industrial revolution, lichens
were killed by air pollutants, so that the tree trunks and branches were dark.
As a consequence, the moths lost the protection of their camouflage and be-
came more vulnerable to bird predation. This was not true for f. carbonaria,
since its dark color blended with the dark backgrounds that were becoming
increasingly more numerous. Studies by Kettlewell (Chapter 8) showed that
changes had also occurred in the genetic structure of the population.

Evolution occurs, then, because in populations of different organisms, each
producing an excess of offspring and transmitting its characteristics to its de-
scendants, some individuals and their offspring have a higher probability of
surviving because they produce more offspring, or because they possess certain
phenotypic characteristics that increase their survival, or both. These charac-
teristics will be called adaptive, the processes differential reproduction and
differential survival.

It is important to remember that natural selection will operate only on
those characteristics that are transmitted to the offspring. If a dandelion seed
chances upon a fertile patch of soil, it will produce more seed than will a plant
growing in a more barren soil. However, since the reason for the excess seed
production—the fertile soil-—is not an inherited characteristic, no evolution-
ary change will result.

Environmental uniformity

If the process of differential reproduction and/or differential survival is to lead
to systematic changes in the population, the same phenotypes must be favored
for more than one generation. That is, natural selection requires a certain de-
gree of environmental uniformity over time. This requirement is sometimes
overlooked. Since the environment is never exactly uniform from generation
to generation or from place to place, it is very difficult to assess the degree of
required uniformity in the environment for natural selection to become opera-
tive. Some environmental aspects, such as weather, are very variable, but other
characteristics of the environment, such as length of day, light intensity, or
seasonality, are very uniform. Consequently, there is a greater probability that
organisms will have structures directly related to those characteristics that are
uniform over time (such as eyes in animals or leaves in plants whose functions
are connected to light) than to unpredictable environmental characteristics,
such as protection against hail. In an environment uniform over time, the pro-
cess of differential reproduction and differential survival should produce a popu-
lation of like individuals, as those having less adaptive characteristics and/or
producing fewer offspring become eliminated. After that, survival should be
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entirely due to chance. The diversity that we observe in nature should there-
fore not be encountered. Does this discrepancy deny evolution? To understand
why there is so much diversity, we need to look at the sources of variability in
populations.

SOURCES OF VARIABILITY

There are two sources of variability. One is internal and creates new charac-
teristics. The other source is external, and although it does not “create” new
characteristics, it contributes to maintaining the variation that is observed. As
we will explain in detail in Chapters 4, 5, and 6, parents transmit to their off-
spring chemical substances that will direct the development and growth of the
offspring along the parental lines or very similar lines. However, changes in
the chemical character of the genetic substance or in the quantity of the sub-
stance can lead to novel forms in the offspring’s characteristics. Such changes,
which can be encompassed under the general heading of mutation and recom-
bination (more detail is presented in Chapter 6), are the sources of new herita-
ble characteristics. These processes result in the production of individuals with
properties that are different from those of their ancestors. Some of the new
characters will be adaptive and will spread in the population, replacing the
characters that were present before. That is, if as a result of an internal change
in the genes a phenotype results that can produce a larger number of surviving
offspring by differential reproduction and/or differential survival, that pheno-
type will spread. In an ultimate sense, this is the real source of new variation.
However, much of the variation that we observe is maintained in the popula-
tion because of environmental changes.

In effect, a certain character is advantageous to an organism only in a par-
ticular environmental context. Biston betularia with light wings is superior in
the context of an unpolluted environment; f. carbonaria is superior in a pol-
luted environment. Consequently, both types exist because both kinds of en-
vironments exist. The disappearance of one of the environments would prob-
ably lead to the extinction of the form associated with that environment.

The environment is the sum of the surroundings of an organism. It in-
cludes such things as soil, topography, weather, and other organisms. Of these
factors, weather is very variable for a number of independent reasons, such as
the rotation of the earth around its axis, the earth’s orbit around the sun,
atmospheric turbulence, and so on. In turn, weather, especially rainfall, affects
soil formation. Consequently, different rainfall regimes result over time in dif-
ferent soil types. Topography is in great part due to patterns of mountain
formation and erosion that result from the drifting of continents and from
weather. The plants and animals that live in a particular place, in turn, depend
on all these factors. Given that “success”’~—that is, survival of an individual
and its offspring—is correlated with a particular environment, and given that
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environments are themselves changing, “success” of any given character is a
temporary thing. Furthermore, the environment changes in both time and
space, so we expect organisms to be different from place to place and from one
point in time to another.

No natural selection will take place in a population where all individuals
are alike. But because of changes in the genetic substance (to be discussed in
greater detail in Chapters 4, 5, and 6) and because of responses to temporal
and spatial variation in the environment (Chapters 13, 14, and 15), all known
populations of plants and animals are variable in their characters, and conse-
quently, natural selection can take place.

In summary, the necessary conditions for evolution by natural selection
are:

1. An excess of offspring in relation to the number that can normally survive.
2. Parents that transmit their characteristics to the offspring.

3. More than one kind of individual in the population in relation to one or
more characteristics.

4. Increased probability of survival of offspring possessing a particular phe-
notypic characteristic.

5. Sufficient environmental uniformity over time.

Given these conditions, it will follow that individuals with the favorable
characteristics will increase over time, and that is the essence of evolution by
natural selection.

Natural selection is often defined as a process in which the organisms best
fitted to the environment leave the largest number of offspring. If, then, the
way to determine which organisms are the best fitted is to look at the survival
of the offspring, the definition is a tautology. In essence, it is saying the or-
ganisms that produce the most offspring will produce the most offspring. What
we want instead, given a certain environment, is to predict the characteristics
that will enable the organism having them to leave the largest number of sur-
viving offspring. Each of the conditions just enumeratcd can be verified or
denied by observation and experimentation, as should be possible with any
scientific theory.

The theory of evolution by natural selection, then, is the general frame-
work to which more detailed and specific explanations of more restricted prob-
lems have to conform. Since it will never be possible to test the general theory
in the broad context of the total biota, evolutionary biologists address them-
selves to the more limited problems of understanding specific systems in
greater detail, in the hope that the solutions they encounter may be applicable
to other organisms as well.
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ON THE NATURE OF THE THEORY
OF NATURAL SELECTION

More than one hundred years have elapsed since Darwin made his original
formulation. They have been years of careful observation, study, and experi-
mentation in the natural sciences. A great mass of detailed knowledge has
accumulated, the principal relevant aspects of which will be reviewed in the
coming pages. These studies have shown that there are many dimensions and
aspects that relate to the five premises of the theory of natural selection dis-
cussed in the previous section. These studies have revealed that occasionally
there are severe restrictions in how adults interact with other adults, how they
give rise to new gametes, and how they reproduce. We understand relatively
well the rules by which gametes unite to produce zygotes (to be discussed in
Chapters 4-6). We have started to develop some feeling for the interactions
between adults (Chapters 12—15) and the rules relating to mating and gamete
formation (Chapter 8), but our knowledge of the rules regarding the develop-
ment of zygotes into adults is close to nil. However, in order to make realistic
predictions about evolutionary events, one must understand the totality of the
life cycle (Fig. 3.2). Consequently, the theory of natural selection serves at
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\
\\ Development
\
\
|
Asexual | Asexual
|
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Development
n chromosomes 2n chromosomes
HAPLOPHASE DIPLOPHASE
Figure 3.2

Generalized life cycle diagram. Not all stages of this general diagram apply to every
organism. For instance, animals do not develop an adult in the haploid phase; they
go directly from meiosis to fertilization. What we want to emphasize is that natural
selection works during all parts of an organism’s life cycle, not just in the adult
stage.
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present as the guideline for the development of more specific hypotheses. Only
as the various aspects of the behavior of individuals and populations are under-
stood and generalized will the theory of natural selection become a truly pre-
dictive theory. That moment is still far away, and given the complexity of the
world of organisms, it may never come. To open new avenues, to tread un-
charted paths—therein lies the excitement and the challenge of population
biology.
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Inberitance and
the Sources of
Variation

Evolution depends on the transmission to the offspring of the characteristics
of the parents. Only if this occurs can traits spread in the population by differ-
ential survival and/or reproduction. Darwin realized that inheritance played
an important role in evolution. He was very interested in the mechanisms un-
derlying inheritance and reproduction, and he conducted many experiments
to learn about them, but he never discerned the fundamental genetic rules.
Darwin’s discussion of inheritance is the weak aspect of his original enuncia-
tion of the theory of evolution.

Although Mendel proposed his principles of inheritance in 1865, they had
no impact on biology until their rediscovery at the turn of the century. Since
then there has been a real explosion in our understanding of inheritance. In
this and the following three chapters the main concepts of genetics and the
mechanisms of inheritance, as well as the way they affect and constrain evolu-
tion by natural selection, will be explored.

47
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PARTICULATE AND BLENDING INHERITANCE

Very often an individual is not an exact copy of its parents, sometimes re-
sembling one parent more than the other or occasionally resembling a more
remote ancestor. Some offspring are found to have entirely new attributes.
Over the years elaborate theories have been brought forth to explain these
observations. For example, it has been proposed that the characteristics of
certain parts of the plant or animal are inherited exclusively from the maternal
line, other attributes from the paternal line. The seasons of the year have been
suspected of causing certain characteristics in the offspring. Foods ingested by
the mother have been proposed as the basis for certain effects on the offspring,
and so on. At the base of all these ideas lay the concept—called the theory of
blending inheritance—that heredity somehow consists of a “mixing of the
bloods” of the ancestors. This notion still persists in popular thought. It is
reflected in such expressions as a “pure blood” for a purebred animal or in
references to having one’s father’s or mother’s “blood.” According to the
theory of blending inheritance, the totality of the characteristics of each parent
is transmitted as a unit to the offspring, where the two sets mix and lose their
individuality. The fact that the offspring differs from either of its parents is
supposed to be due to this mixing effect. Differences among siblings are ex-
plained by the assignment of variable strength to the “humors” of the parents.
An often cited further justification of blending inheritance is that the charac-
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Figure 4.1

Effect of blending and particulate inheritance on variability. When two extremes are
crossed, under blending inheritance all the offspring of coming generations are
intermediate; under particulate inheritance there will be segregation after the first
generation. What we observe in nature is best explained by particulate inheritance.
(From O.T. Solbrig, 1966. Evolution and Systematics. New York: Macmillan)
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teristics of the offspring in general tend to be in between those of the parents.

The last corollary furnishes a test for the theory. Natural populations of
plants and animals are formed by individuals that are not totally alike. This
variability furnishes the raw material for natural selection. But under the
theory of blending inheritance, this necessary variability would be reduced by
one half in each generation, and in a very few generations the members of a
population would be completely uniform in all their characteristics (Fig. 4.1).
No more evolution would be possible unless a new source of variability was
introduced. The proponents of the blending theory of heredity postulated that
new variability was introduced at a rate equivalent to the loss of variability
due to blending. The mechanism by which variability was supposedly intro-
duced was believed to be the inheritance of acquired characters.

THE THEORY OF PANGENESIS

Charles Darwin was aware that a store of variability in a population was neces-
sary for natural selection to act on and thus bring about evolution. In a popu-
lation in which all individuals are exactly alike, nothing is changed from
generation to generation, even when there is differential reproduction and/or
mortality. In his travels around the world and in his observations on the flora
and fauna of his native England, Darwin had realized that animal and plant
populations are not uniform but quite variable. Furthermore, his extensive
breeding experiments with plants had shown him that this variability was
inherited and not due to accidents of the environment. Evolution through
natural selection required the presence of a large store of variability, but under
the theory of blending inheritance, almost universally accepted at the time,
variability should be practically nonexistent within a breeding population.
Darwin tried to reconcile this conflict by proposing his theory of pangenesis.
It stated that representative particles, pangenes, coming from all parts of the
body and carrying information on inherited and acquired characteristics, are
incorporated into the gametes and transmitted to the offspring (Fig. 4.2). This
complicated theory could never be verified experimentally, and furthermore
it did not entirely explain all the observed facts. It was never quite accepted.

GERM LINE AND SOMATIC LINE

August Weismann (1834-1914), Professor of Zoology at Freiburg, Germany,
proposed in 1883 his theory of the germ plasm to reconcile the theoretical need
for a great deal of variation in populations and his observation that acquired
characters are not inherited. Weismann had performed an experiment in which
for 22 generations he cut off the tails of mice and observed the effect of that
treatment on the tail length of their offspring. He observed that amputating
the tail of the parents had no effect whatsoever on the length of the tail of
the descendants. From this finding he deduced that acquired characters are
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Gametes
carry

Figure 4.2

The theory of pangenesis. According to this theory, particles called pangenes, which
carry information on all of an organism’s characteristics, are produced in each part
of the body. They move to the reproductive organs, where they are incorporated
into the gametes and passed to the offspring. Since pangenes carry information on
all characteristics, the theory of pangenesis implies that characteristics an organism
acquired during its lifetime can be transmitted to its offspring.

usually not inherited. Weismann also observed that the most primitive or-
ganisms were unicellular and that they reproduced by fission, transmitting to
their offspring all the content of their bodies. On the other hand, the more
advanced multicellular organisms transmitted to their offspring only the con-
tent of their sex cells, or gametes, and the rest of their bodies died and decayed.
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He concluded that there is a part of any organism, which he labeled the germ
line, that is eternal and one other part, derived from the former, that is mortal.
He labeled the mortal part the somatic line (Fig. 4.3). With his theory of the
germ line Weismann was able to reconcile his mutilation experiments with the
existence of variation in nature. Only those changes affecting the germ line
are transmitted to the offspring; those that affect the somatic line (such as
mutilations) do not. Thus, although populations cannot maintain variability
through the inheritance of acquired characteristics as that process is usually
thought of, Weismann’s theory leaves open the possibility of changes in the
germ line that could yield variability in the population.

Weismann’s theory had a great deal of influence in his time, and it was
an important step in the history of biology. Today we still accept a modified
concept of the germ line and somatic line. An important contribution of his
theory was the idea that not all the acquired characteristics of the parents are
transmitted to the offspring. However, although Weismann could explain why
many acquired characteristics were not transmitted to the offspring, his theory
failed to explain the origin and maintenance of the variability necessary for
evolution.

(reproductive
organs

differentiating) /
2,
/Sperm

The germ line and the somatic line. The gametes and gamete-producing structures,
the germ line of an organism (solid arrows), are continuous through the generations.
Bodies, which are the somatic line (dashed arrows), are temporary supporting
structures.

Figure 4.3
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THE PARTICULATE THEORY OF INHERITANCE

The Austrian monk Gregor Mendel in 1865 proposed the particulate theory of
inheritance. According to this theory, parents transmit to their offspring par-
ticles, now called genes, that carry the information necessary for reproducing
the characteristics of the parents. The genes are blueprints for the development
of characters.

We know today that genes are located on subcellular organelles called
chromosomes. A given gene is normally in the same precise position on a
chromosome, called the locus (Latin for “place”; plural, “loci’”) of the gene.
Most plants and animals are diploid, which means that they have two sets of
chromosomes, one set received from each parent. Diploid organisms, then,
have two of each kind of gene, occupying the same locus on their respective
chromosomes. If two genes at the same locus influence the organism’s charac-
ters differently, they are called different alleles of the same gene.

The number of alleles can vary for a certain gene from one to many, but
it is normally less than ten. Each diploid individual can have not more than
two at a time, one received from the father and one from the mother. When
the alleles received from both parents are the same, the individual is called
homozygous; when they are different, the individual is heterozygous. A het-
erozygous individual may resemble an individual homozygous for one of its
two alleles; that allele is then said to be dominant, Alternatively, a heterozy-
gous individual can be intermediate between individuals homozygous for the
two alleles it carries. The combination of dominance at some loci and inter-
mediate situations at others accounts in part for the similarities and differences
between the parents and their offspring. If in a population there is only one
allele for each of the genes affecting a character, all members of the population
will have the same form of that character.

Particulate inheritance, or Mendelian inheritance, as it is often called, in-
corporates three main concepts:

1. Inheritance is particulate and discrete, and each parent contributes to its
offspring an equal number of genes, with the exception of those animals and
plants that have sex chromosomes.* In those organisms the contribution of
the sex chromosomes only is unequal. The existence of genes was deduced
theoretically, but more recently they have been identified biochemically.

2. Although some genes may suppress, mask, or alter the effects of other
genes, the inherited factors do not contaminate one another. That is, the genes
are not changed or altered in their fundamental structure by association with
other genes, and they will be transmitted to the next generation in the same
form in which they were received.

* Sex chromosomes determine the sex of an individual. There may be two sex chromo-
somes in one sex (XX) and one in the other (XO), as in the squash bug Anasa iristis. In
many species, including humans and Drosophila, one sex has a chromosome (Y) not
present in the other sex, which pairs (XY) with a chromosome present in a double dose
in the second sex (XX).
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3. The genes are exceptionally stable in their composition and function.
Nevertheless they can change, or mutate, to a different form called a mutant,
in which case their function may also be altered. Genes can mutate because of
ever-present natural causes; the process is then called spontaneous mutation.
They may also mutate as a result of artificially applied outside agents, such as
certain chemicals or certain radiations, particularly X rays (and the atmo-
spheric radiation that results from atomic fallout!). Substances capable of in-
ducing mutations are called mutagens, and the type of mutation they cause is
called induced mutation.

Mendel proposed two main corollaries to his theory that are commonly
called “Mendel’s laws of inheritance.” The first is the law of segregation (Figs.
4.4, 4.5). Stated in modern terminology, it says that if two individuals, called
the parental generation (P), each homozygous for a different allele of the same
gene, are crossed to each other, and if the progeny, or first filial generation (Fy),
are mated to each other, their progeny, or the second filial generation (F), will
consist of three types of individuals in the following proportion: One-fourth
will resemble one of the grandparents (P), one-half will resemble the parent (F1),
and one-fourth will resemble the other grandparent (P) (Fig. 4.4). In those
cases where complete dominance is present in the first filial generation (F1)—
that is, when only one of the two alleles is expressed—the class in the F» that

White

Figure 4.4

Mendel’s law of segregation. In flower color in snapdragons, there is no dominance.
The F, is intermediate between the parents-——that is, pink. (From O.T. Solbrig, 1966.
Evolution and Systematics. New York: Macmillan)



54 [/ Inheritance and the Sources of Variation

aa

Ligure 4.5

Mendel’s law of segregation. In plant
size in peas there is dominance. The
F; resembles one of the parents (the
tall one). (From O.T. Solbrig, 1970.
Principles and Methods of Plant
Biosystematics. New York:
Macmillan)

aa

resembles the F; will not be distinguishable morphologically from the class
representing the dominant grandparent (Fig. 4.5). In such cases there is a 3:1
ratio in the F., with three-fourths of the offspring resembling the dominant
grandparent and one-fourth resembling the other grandparent, whose allele is
called recessive. The law of segregation, which has been demonstrated many
times, is a logical corollary of the stability of genes, as discussed above. The
law of segregation also helps to explain the fact that often a character in some
of the offspring does not resemble either parent but is more like one of the
grandparents. _

The second Mendelian law, the law of independent assortment, deals with
inheritance at two loci. It says that the alleles of one gene will segregate ac-
cording to the first law, regardless of which allele of the second gene it was
associated with in the parental generation. For example, consider two indi-
viduals, each homozygous at two loci, A and B, for different alleles of the
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Figure 4.6

Mendel’s law of independent assortment. Note that the segregation of yellow versus
green color in peas is independent from smooth versus wrinkled surface. In this
case there is dominance, the F; being like one parent—that is, yellow and smooth.
(From O.T. Solbrig, 1966. Evolution and Systematics. New York: Macmillan)

genes, 1 and 2. Call their genotypes A1A1BiB: and A:A:B.B:. The F: of a cross
between them will be A1A:B1Bs. If individuals of the Fi are crossed, the F-: will
include some individuals with the parental genotypes; some with both alleles
of one gene from one original parent (P) and both alleles of the other gene
from the other original parent (e.g., A1A:B:B:); and some with other com-
binations (Fig. 4.6). For each combination of alleles of one gene, the alleles of
the other gene segregate according to the first law. For instance, of those



56 [ Inheritance and the Sources of Variation

individuals with A1A., one-fourth are A;AsBiBy, one-half are A1A.B1B2, and
one-fourth are A1A:B.Bs.

In many cases there is no independent assortment. The reason is that
genes are not physically independent bodies but are part of the chromosomes.
Whenever two genes are on the same chromosome, they are transmitted to-
gether and can no longer assort independently. But as we will see in the next
chapter, certain special mechanisms exist that allow the exchange of alleles
between homologous chromosomes during gamete formation (see Linkage and
Crossing Over).

SINGLE GENES AND MULTIPLE GENE SYSTEMS

According to the original formulation of the particulate theory of inheritance
by Mendel, each character was determined by a pair of alleles of the same
gene. Although there are instances in which a character is controlled by a
single gene, the rule is that characters are affected by many genes. Mendel also
implied that each gene would affect only one character. Today we know that
most genes affect many characters, although their major action may be evident
only in a particular structure or at only one time of development. This state-
ment may appear to contradict what has been said about particulate inheri-
tance. How can a gene that is supposed to store some precise piece of informa-
tion affect so many aspects of the life of an organism? The answer lies in the
biochemistry of the gene and in the development of a character.

Genes are located on chromosomes, which are found in every nucleus of
the cells of an organism. Chemically genes are deoxyribose nucleic acid, or
DNA (RNA in some viruses). This complex molecule (Fig. 4.7) consists of six
simpler molecules: deoxyribose (a sugar), phosphoric acid, and four nitrog-
enous bases (two purines, adenine and guanine, and two pyrimidines, cyto-
sine and thymine). These six molecules polymerize to form DNA. Each sugar
molecule bonds to a phosphate molecule and to a nitrogenous base (any of the
four), forming a nucleotide. Nucleotides in turn combine through bonding of
the deoxyribose with the phosphate of another nucleotide to form long fibers
in the shape of helixes, or corkscrews, with the bases projecting inward. Two
such strands in turn can combine by hydrogen bonding of nitrogenous bases
in opposite strands to form a double-stranded helix (the normal or stable form
of DNA found in chromosomes), provided that the following condition is met.
Opposite each thymine in the first strand there must be an adenine in the
second, and opposite each cytosine a guanine, and vice versa. Thus the order
of the nitrogenous bases in one chain uniquely determines the order of bases
in the other. When the DNA molecule replicates (Fig. 4.8), the hydrogen bonds
between bases are broken, and the two strands unwind and separate. Each
strand then serves as a template in the synthesis of its complementary chain,
resulting in two new double strands with the exact same order of nitrogenous
base pairs.
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Figure 4.7

The components of the DNA molecule. Each backbone of the double-stranded DNA
molecule consists of alternating phosphate and deoxyribose molecules. In turn, the
two strands are connected by links consisting of guanine-cytosine or thymine-
adenine molecules anchored on deoxyribose molecules on each strand. No other
combination of the purine bases has the proper configuration. (From O.T. Solbrig.
1970. Principles and Methods of Plant Biosystematics. New York: Macmillan)

The order of the base pairs along the DNA molecule acts as a code. Three
adjacent nucleotide pairs, known as a “triplet,” determine uniquely (through
some intermediate reactions) the assembly of an amino acid in the cytoplasm.
Amino acids are the building blocks of proteins. Enzymes are an important
class of proteins that act as catalysts; that is, they control specific chemical
reactions within the cell. To produce a structure such as a flower or a limb, or
even a hair or the color in a petal, a whole series of complex reactions is re-
quired. The timing and the rate of each reaction are controlled by an enzyme,
which is produced by a particular gene or set of genes. But most of the chemi-
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(b)

Figure 4.8

DNA replication. (a) In replicating DNA the strands of the double helix pull apart,
and daughter strands are synthesized in segments (which are later joined), using the
parent strand as a template. (b) In eukaryotic DNA, replication is initiated at many
points along the molecule.

cal reactions taking place in the cells during development of an insect wing,
for example, are not unique to that structure. Only their timing and relative
importance and rates are probably unique. Consequently we can easily see
that more than one gene may be involved in the development of a character
(Fig. 4.9), and that a gene can affect more than one character.*

The timing and the rates of production of an enzyme are usually under
the control of at least two genes. One, called the structural gene, carries the
code for the amino acid sequence of that enzyme. The other, called a regula-
tory gene, produces an enzyme (or some other substance) that affects the
enzyme produced by the structural gene (or the structural gene itself), thereby
regulating (i.e., determining the action of) the structural gene. How this regu-

* The nature and action of the units of heredity (cistrons, regulator genes, operons, and
so on) at the subcellular and cellular level are now fairly well understood. The use of the
general term “gene” is nevertheless justified in explaining genetic phenomena at the
populational level, where our knowledge of gene action is still incomplete.
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Some of the steps involved in the formation of the brown eye pigment in Drosophila,
and the genes that control them. At left, the normal situation; at right, the action of
the mutant genes. Although the obvious effect is a morphological one, the genes act
by affecting specific chemical reactions in the cell. (From O.T. Solbrig, 1966.
Evolution and Systematics. New York: Macmillan)
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lation operates is known with some precision only in bacteria, where regula-
tory genes can inhibit the action of structural genes. Apparently such a
mechanism of regulation does not operate in higher plants and animals. Al-
though the exact mechanism of regulation is obscure, some evolutionists have
argued that changes in regulatory genes may be more important than changes
in structural genes. We will return to the subject in Chapter 9.

If the effect of an allele on a character is minor, its presence or absence
will produce only a minor effect on the chemical reactions leading to the for-
mation of that character. If we measure the character, the variation between an
organism not having the particular allele and one having it will be minor. The
same applies when a series of different, nonallelic genes affect a character.
In such a case, the variation within a population appears to be continuous
between the two extremes. Systems of genes that individually have small
cumulative effects and together control continuous variation are called multiple
gene systems. Genes that individually have drastic effects and produce dis-
continuous effects are called major or, sometimes, Mendelian genes.

There is no absolute distinction between multiple gene systems and major
genes, since groups of genes with all degrees of intermediate effects are known.
Moreover, a gene may drastically affect one character and be classified as a
major gene, but it may only slightly affect another and consequently be also
classed as part of a multiple gene system. Nevertheless, despite the absence
of a clear distinction between major genes and systems of multiple genes, the
latter concept is useful and quite adequate for most purposes.

One might think that a character such as height, which varies continuously
in a population, or color intensity, which can have all kinds of gradations
between the lightest and the darkest, could not be controlled by particulate
genes having defined and distinct effects. Alleles of major genes certainly can-
not produce such an effect, but a large number of genes, each with a small
cumulative effect, can. This was first demonstrated in 1911 by the Swedish
geneticist Nilsson-Ehle. Working with wheat, he discovered three nonallelic
genes that affected the color of the kernels. Plants that were double recessive
for all three genes had white kernels; plants with dominant alleles in all three
genes had dark red kernels; kernels of plants with some, but not all, dominant
alleles were also red but not so dark. The action of each gene was similar to
that of the others. When each plant was studied independently, plants homo-
zygous recessive for two loci and heterozygous for one produced a ratio of
3 red kernels: 1 white (Fig. 4.10a). Plants heterozygous for two genes produced
a 15 red: 1 white ratio (Fig. 4.10b). Plants heterozygous for all three gave a
63 red: 1 white ratio (Fig. 4.10c). When the red kernels of the F» plants from
a cross that combined all three genes in heterozygous conditions were grown,
some plants segregated in a 3:1 ratio, others in a 15:1 ratio, and still others
in a 63:1 ratio, as expected. It is clear that each gene behaves as a true Men-
delian factor and that all three follow the first and second Mendelian laws.
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(a)

(b)

Figure 4.10

Genetics of wheat kernel color. (a) The offspring of plants homozygous recessive at
two loci and heterozygous at the (same) third locus are 3 red : 1 white. (b) For plants
recessive at one locus and heterozygous at the other two, the offspring are 15 red : 1
white. (¢) If all loci are heterozygous, the offspring are 63 red : 1 white. Red kernels
differ in the intensity of the red color in proportion to the number of dominant
alleles they possess.

That the effect of the three genes is additive is further borne out by variations
in the intensity of the red kernels. Series of such genes, each with a small
effect, account for the inheritance of quantitative characters with a seemingly
continuous variation. The existence of multiple genes was conclusively demon-
strated by the Harvard geneticist East in 1916 working with tobacco (Fig.
4.11).

Nevertheless, even when more than one gene is involved, there still ought to
be some discontinuity between genetically heterogenous groups, although there
may be some problem in distinguishing the genotypic classes. It is not always
possible to make the distinctions because of the noninheritable component of
variation—that is, the effects of such environmental factors as food, tempera-
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Results of the experiments of East with Nicotiana longiflora that demonstrated the
multiple-factor hypothesis. Plants with short (40-46 ¢m) and long (88-97 cm)
flowers were crossed. The F; plants were intermediate (55-70 cm), and the F.
segregated for this character (52-88 cm). Plants of the F» with different values

(52, 61, 73, and 82 cm) were self-pollinated. As expected, their progeny segregated,
but the F; petal length values revolved around those of the parent. The same results
were obtained in the F; and F;. If the variation had been environmental rather
than genetic, all generations would have had similar values; if due to only one pair
of segregating alleles, no segregation would have been expected in some lines

after the second filial generation. (Numbers in the table are numbers of plants of

a certain size in a given generation. Note the distribution within each generation.)
(From O.T. Solbrig, 1970. Principles and Methods of Plant Biosystematics. New
York: Macmillan)

ture, light, shelter. These forces produce variation among genetically identical
individuals. For example, a well-fed animal will be heavier and possibly bigger
than an undernourished one of the same genetic composition. Since the off-
spring of the well-fed animal will not be any heavier than those of the under-
nourished one when both kinds of offspring are given the same amount of
food, this component does not play any major evolutionary role. However, it
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has the effect of creating continuous phenotypic variation on discontinuous
underlying genotypes. In order to avoid this environmental effect, the geneti-
cist tries to grow his plants and animals in uniform environments. But it is
almost never possible in a field to avoid small variations in such things as
rainfall, drainage, and minerals in the soil or to feed animals exactly the same
amount. Many discrete genes that affect a character, each in a small degree,
combine with environmental noninheritable changes to produce truly con-
tinuous variation (Fig. 4.12).

EPISTASIS AND PLEIOTROPY

Occasionally the allele of one gene masks or modifies the phenotypic effect of
an allele at another locus. Such interaction is termed epistasis. This multiple
effect of an allele is due to the fact that the primary gene products, the en-
zymes, catalyze a specific chemical reaction in the metabolism of the cell.
When two different enzymes act on the same metabolic pathway, epistatic
interactions follow.

Two independent genes may affect the same metabolic pathway (see Fig.
4.9). When that is so, the rate and timing of gene action in one gene has to be
in phase with the rate and timing of gene action of the second gene. Strictly
speaking, epistasis exists between alleles of different genes when one masks
the effect of the other so that the phenotype is determined by the former gene
and not by the latter. The gene that thus masks or prevents the expression of
another is said to be epistatic to it, and the gene that is hidden is said to be
hypostatic.

A case of epistasis is found in a wild species of violet, Viola tricolor,
studied by the Danish geneticist Jens Clausen in 1926. The normal color of the
flowers in this species is violet. There are five genes that affect flower color,
known as My, My, Ms, My, and Ms. The first gene (M:), when present in a
dominant form, produces violet flowers regardless of whether the other four
genes are in a dominant or recessive form. On the other hand, if the first gene
is present in a double recessive form (mim), flower color will be light purple
whenever the second gene is present in a dominant form (myms, MoMs, . . . or
mm;, Mom, .. .). Color will be purple if the first two genes are recessive and the
third gene dominant (m:mi, mem:, Ms . . .), deep purple if the first three are
recessive and the fourth dominant (mim;, m:m,, msms, M, . . .), velvety black
if the first four are recessive and the fifth dominant (mim:, m:m:, mymy, m,m,,
M; . . .), and jet black if all five genes are recessive (mim;, mzms, mym;, mymy,
msms). Another well-known case is the inheritance of color in squash (Fig.
4.13).

The term pleiotropy denotes the occurrence of diverse phenotypic effects
by an allele of a single gene (Fig. 4.14). An example of pleiotropy is the S gene
in the tobacco plant. When the dominant allele, S, is present, the plant pro-
duces leaves with long petioles and pointed tips, calyces with long slender
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«d Figure 4.12

Multiple genes and plasticity combine to produce a continuous distribution (dashed
curve) rather than a discontinuous distribution (bar graph). In effect, if we assume
that each dominant allele in the checkerboard has an effect on the size of a hypo-
thetical character, x, of 7 units, and that each recessive allele in the checkerboard
has an effect of 2, we obtain seven discrete size categories measuring 12, 17, 22, 27,
32, 37, and 42 units, respectively, with a frequency of 1.6%, 9.4%, 23.4%, 31.3%,
23.4%, 9.4%, and 1.6%, respectively, and corresponding to individuals with
0,1,2,3,4,5, and 6 dominant alleles. However, if because of the effects of the envi-
ronment, an individual may deviate by up to 3 units around the value expected
from its genotype, a series of phenotypes with values ranging continuously from

9 to 45 units is produced, with expected frequencies as shown by the curve. The
larger the number of genes affecting the character, the more the distribution will
tend to be continuous. (From O.T. Solbrig, 1970. Principles and Methods of Plant
Biosystematics. New York: Macmillan)

Figure 4.13

Inheritance of skin color in summer squash. In summer squashes there are three
common fruit colors, white, yellow, and green. In crosses between white and yellow
and between white and green, white is found to be always dominant. In crosses
between yellow and green, yellow is found to be always dominant. Yellow thus acts
as a recessive in relation to white but as a dominant in relation to green. Therefore
there is a gene, W, which is epistatic to the gene Y. Whenever the gene W is pres-
ent in its dominant form, the fruit will be white. When W is lacking (in a ww geno-
type), the fruit color will be yellow if Y is present and green if it is absent. The Y
blocks the formation of green pigment but not of yellow carotenoids, and W blocks
the formation of both pigments.

Green

|

ww YY ww yy
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Corolla The “petioled” gene (S) in tobacco (Nicotiana taba-
cum) has a number of pleiotropic effects, such as the
formation of leaves with long petioles and pointed

Anther tips, calyces with long slender teeth, petal lobes
with slight tips, long anthers, and elongated fruits.
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teeth, petal lobes with slight tips, long anthers, and elongated fruits. On the
other hand, plants homozygous for the recessive allele have sessile leaves
without sharply pointed tips, calyces with short teeth, petals without points,
short anthers, and roundish fruits. Pleiotropy is the result of gene action at
an early developmental stage, so that many structures are affected. Most, if
not all, genes are pleiotropic, but only in few cases are the effects as drastic
as in this example. Consequently the term pleiotropy is reserved for the more
extreme cases.

GENES, GENOTYPES, AND PHENOTYPES

So far we have described the inheritance of characters in organisms as if there
was a simple relationship between the hereditary character and the genes that
ultimately determine it. In some instances, especially in experimental situa-
tions when the environment and alleles at other genes are kept invariant, sub-
stitution of one allele of a gene for another in an organism produces simple
changes in characters, as when Mendel crossed short and tall pea plants. There
are thousands of examples known where substitution of one allele by another
changes characters. In plants the changed characters may be plant size, shape
of leaves, color of flowers, amount of starch in seeds. In animals they may be
color of pellage, stature, type of hemoglobin in blood, susceptibility to disease,
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ability to taste certain substances, etc. However, the relationship between
genes and characters is not a simple one, since the expression of the gene de-
pends on a number of other factors, primarily the environment in which the
organism grows and the other genes in the organism, or what is usually called
the genetic background.

An example of the effect of environmental influence on the expression of
a gene is provided by the gene Curly (Cy) of the fruit fly Drosophila melano-
gaster (Fig. 4.15). This dominant gene gives rise to flies with curled-up wings
when the pupae are maintained at 25°C. However, when pupae of exactly the
same genetic constitution are maintained at 19°C, many flies have normal
wings, and the rest have a variety of abnormalities ranging from slightly to
very curled wings. It appears that the Curly gene produces wings that are
unusually sensitive to heat at the time the fly emerges from the moist pupal
case. At the high temperature the upper and lower portions of the wings dry
at different rates resulting in a Curly wing; at the lower temperature the rate
of drying is slower, and fewer wings curl.

The effect of genetic background is harder to study. Figure 4.16 illustrates
the partial pedigree of five generations of a human family that carried a
dominant gene for polydactyly (meaning an excess of fingers and/or toes).
As the pedigree shows, the expression of the gene varied widely. Some in-
dividuals have the normal number of fingers but six-toed feet; others have
six-fingered hands and normal feet; one has six digits on all four extremities;
one has more fingers and toes on his right than on his left extremities; and
two appear to have normal hands and toes. In this case it is not possible to
state whether the observed differences are due to environment or genetic
background, but probably both are influential.

Figure 4.15

Curly wing in Drosophila melanogaster. This character affects the shape of the
wing. (a) Flies with normal wings, when resting, fold their wings over the abdomen.
(b) Flies that carry the dominant gene Curly (Cy) cannot do so because their wings
curl upward.
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Figure 4.16

(a) The hands of a polydactylous girl. This individual does not belong to the poly-
dactylous kindred presented in (b). (b) Selected individuals in a pedigree of polydac-
tyly. In each group of four numbers, the upper two represent the numbers of fingers
on the left and right hand, respectively, and the lower two the numbers of toes. An
asterisk indicates that the type of polydactyly was not stated unequivocally in the
original report. (After Lucas, Guy’s Hosp. Rpts. 3rd ser. 25, 1881)

Natural selection is the process of differential survival and/or reproduc-
tion of individuals. If an organism possesses a certain character that enhances
its survival and/or reproduction, the alleles that ultimately determine that
character are also selected. However, if they are expressed in only some in-
dividuals and under only some environmental circumstances, as in polydactyly
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in humans or Curly wing in Drosophila, then they will be selected only when
they express themselves. Let us consider the situation of a character that de-
creases the survival and/or reproduction of individuals possessing it. Individ-
uals with such a character will leave fewer offspring than the average. The
allele or alleles responsible will become less frequent, and eventually they will
be eliminated. However, the rate at which they will disappear depends on
how often they express themselves. If certain special environmental conditions
are required before individuals with that allele produce that character, the
allele in question, though harmful, could persist in the population as a result
of its lack of expression.

Now let us imagine still another situation. Under one set of environmental
conditions a character is favorable to the individual, and under a second set
of conditions that character is detrimental. An example is leaf size in plants.
In a moist environment large leaves are favored, but under drought conditions
smaller leaves are usually better for the plant. A plant that could produce
large leaves when it rained, and small leaves when it was dry, would conse-
guently have an advantage. One such plant is the desert shrub Encelia farinosa,
which grows in the southwestern United States (Fig. 4.17). When there is
plenty of water in the soil, the cells in the growing leaf expand, giving rise to
a large leaf. When water is scarce, cells expand much less, resulting in a small
leaf. The exact genetic mechanism responsible for this behavior is not known,
but here is a case in which expressing the character in one environment and not
in another produces two favorable characters. Obviously alleles that control
this variable expression are favored by natural selection.

The sum total of the genes of an organism is called the genotype; the sum
of its characteristics is its phenotype. Natural selection acts on phenotypes and
only indirectly on genotypes. When the expression of a character, such as leaf
size in Encelia farinosa, depends on environmental factors, it is said to be
plastic. When a gene produces a character only in certain situations and not
in others, it is said to have incomplete penetrance; when the resulting character
is variable, as with the Curly wing, the gene is said to have variable expres-
sivity. A plastic character is consequently the phenotypic manifestation of
genes with incomplete penetrance and/or variable expressivity.

Because of dominance, epistasis, incomplete penetrance, and variable ex-
pressivity, dissimilar genotypes can produce similar phenotypes. These phe-
nomena also account for the fact that organisms that are phenotypically similar
(but genotypically dissimilar) in one environment can be phenotypically dis-
similar in another environment. Consequently, understanding how characters
are inherited under all situations requires much more knowledge than de-
termining which alleles affect it. The intermediate steps between the DNA
molecule and the phenotypic character—an area of study known as growth
and development—and the rules determining those steps must also be under-
stood. At present we do not understand them, and it will be some time before
we acquire that knowledge. Consequently, at present the evolutionist and
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Figure 4.17

The desert shrub Encelia farinosa produces small hairy leaves in times of drought
and larger, less hairy leaves during rainy periods of the year. (Photo courtesy of
Dr. James Ehrelinger)

population geneticist is tremendously constrained in his quest for knowledge
about the evolutionary implications of the genetic structure of populations.
In models of evolution a number of simplifying assumptions are made to solve
this problem, such as that selection operates on genes, or that selection co-
efficients are constants, or that characters are uniquely determined by geno-
types. We will discuss these assumptions in this book, but the reader should
be aware that present ignorance regarding the exact relation between genotype
and phenotype has the effect of making much of present day evolutionary
theory temporary and contingent. We therefore must make certain that we
understand the natural situation—the facts—and satisfy ourselves that the
theory is consistent with the facts.

THE HARDY-WEINBERG LAW
AND THE MAINTENANCE OF VARIATION

The importance of variability in populations can hardly be overemphasized.
Unless members of populations are different, natural selection cannot operate.
We have seen that the sources of variability are two: genetic and environmen-
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tal, or nongenetic. In evolution the first source is the more important one.
Continuous as well as discontinuous variation, small or large differences—all
have exactly the same kind of genetic basis; i.e., they are determined by genes.
According to the theory of blending inheritance, this genetic variability is lost
as a result of hybridization. The fact that genetic variability is observed in
nature is one of the reasons for rejecting that particular hypothesis. Particulate
inheritance, however, offers an explanation for the transmission of individual
characteristics from parents to offspring without loss of variability. G. H.
Hardy, a British mathematician, and G. Weinberg, a German geneticist,
pointed this out independently in 1908. They demonstrated that the original
variability in a population will be maintained in the absence of forces that
tend to decrease or increase this variability. Their demonstration is known as
the Hardy-Weinberg theorem (or sometimes law).

Let us consider a population of a very large number of individuals (theoreti-
cally an infinitely large number), in which breeding is strictly random. Suppose
that A1 and A- are a pair of alleles of the same gene present in the population
with a frequency of p and g, respectively, such that p + g = 1. Gametes, spe-
cial sex cells that carry one of the organism’s two sets of genes, with the allele
A: occur with frequency p. If they combine at random with other gametes,
a fraction p will combine with A; gametes and a fraction g will combine with
A gametes. The zygotes produced by the fusion of two gametes will have the
genotypes A1A; in the frequency p* and A1A: in the frequency pg (Fig. 4.18).
Similarly, gametes with As will combine with A. or A: gametes to give rise
to new individuals with genotypes A:A. in the frequency g% and A:A;: in
the frequency gp. Since genetically A1A, and A:A; are identical, their com-
bined frequency is 2pg. Consequently in such a population the frequency of
genotypes will be as follows:

genotype frequency
AAy p*
AqAs ' 2pq
AzAs q*

In the next generation the homozygous genotypes will produce only one
kind of gamete, whereas the heterozygous genotypes will produce both kinds
of gametes in equal numbers. If each organism in the population on the aver-
age produces the same number of gametes, the proportion of each kind will
depend on the frequency of the different genotypes in the population, so that

proportion of A gametes: p* + 1/2 2pq) =p(p + q) = p
proportion of As gametes: g° + 1/2 (2pg) = g(g + p) = g
The frequency of Ai and A: gametes produced by the population after one

generation of random mating without selection or mutation is the same as that
of the gametes that gave rise to it. It follows that the proportion of genotypes
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Figure 4.18

Zygote frequencies in a population. Where there are two kinds of gametes, A; and
As, with frequencies p and g, respectively, there will be three kinds of zygotes:
AjA;, in the frequency p?; A;As, in the frequency 2pg; and AzA., in the

frequency 4.

in subsequent generations is not going to change, either, and consequently the
initial variability has been maintained.

The Hardy-Weinberg theorem demonstrates that the initial gene frequen-
cies in a population will be maintained and that any changes in gene frequen-
cies are brought about by outside forces. There is no need for another hypoth-
esis, such as the inheritance of acquired characters, to explain the observed
maintenance of variability. Essentially the Hardy-Weinberg theorem demon-
strates the compatibility between Mendelian genetics and Darwinian evolution.
Because in most instances natural selection decreases the variability in the
population, a source of new variability is still a necessary condition for con-
tinued evolution, even granting particulate inheritance. However, the magni-
tude of the new variation is much less than it would be with blending inheri-
tance.

PHENOTYPIC VARIATION AND HERITABILITY

For evolution by natural selection to operate there must be genetically
determined variation of phenotypic characters in the population; that is, the
individuals in the population cannot be genetically identical (Chapter 3). Since
at present we normally cannot determine that variation by investigating the
genotype directly, the variation of phenotypic values must be measured by
means of statistical techniques. These techniques are used by plant and animal
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breeders, and they are very useful in that context. At times, however, they
have been misused, as, for example, when applied to estimate intelligence dif-
ferences between races or between poor and rich. It is therefore important to
have some understanding of how these measures are obtained.

The problem is to estimate how much of the variation that is observed in
a population living in a certain environment can be attributed to genetic factors
and how much to environmental interactions.

The genetic properties of a population have often been expressed in terms
of gene frequencies. However, what one observes when working with popula-
tions is quantitative differences in some character or characters between in-
dividuals. Any and all observations and measurements made on individuals in
a population are made on their phenotypes. When one is dealing with a quan-
titative character, what one usually calculates is the mean and the variance of
that character. The mean of a character (X) in a population is equal to the sum
of the individual values divided by the number of observations; that is,
i=N

3 X
=1

N

and the variance (s%) is equal to the sum of the squares of the deviations from
the mean, divided by the number of observations minus 1,

s

X =

=¥ _
3 (Xi— X)?
52 — i=1
N—-1
(The standard deviation is the square root of the variance.)

The mean is a measure of the central value of the character, whereas the
variance measures the dispersion around the mean in the population. The prob-
lem we face is to divide the variance of phenotypic values into proportions
attributable to the different genetic and environmental factors. For example,
how much of the stature of individuals in the population is due to environment
and how much to genetics? Let us briefly review the fundamentals of this
operation.

The genetics of a metric (continuous) character is centered on the study of
its variation. The reason is that, when confronted with a population that has
one or more characters that are varying continuously, the geneticist cannot
count classes as when studying discontinuous characters. What can be deter-
mined are the mean, the range, and the variance of the population. The prob-
lem is to determine the underlying genetic mechanism when dealing with only
those statistics. The basic idea in the study of variation is to divide this varia-
tion into components attributable to different causes. Once the relative magni-
tudes of the various components of the variation of a population are known,
the geneticist can infer from them the genetic structure of the population.
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The amount of variation is measured and expressed as the variance. When
values are expressed as deviations from the population mean, the variance is
simply the mean of the squared values. (Note: in this case the variance =
2(x: — %)2/N.) The total variance is the phenotypic variance (what is mea-
sured), and it is equal to the sum of the genetic and environmental variances,
since the observed value of a character is related to its underlying genes and
to the environment where it lived.

To determine the genetic variance, the geneticist could grow plants or rear
animals in perfectly uniform environments and, by making the further assump-
tion that in that environment all nongenetic deviations would equal zero, could
equate the obtained variance with the genetic .variance. This is seldom done,
however, because it is practically impossible to produce uniform environments.

One of the properties of metric characters determined by multiple gene
systems is the resemblance between relatives, which is easily measured and
provides a means for estimating the genetic variance. To make this measure-
ment, the geneticist divides the population into groups of equally related or-
ganisms, called genetic families, such as full sibs, half sibs, offspring and one
or both parents, etc. By a statistical technique known as analysis of variance,
the variation observed in the population can be divided into two components:
(1) within-family variance, which is the variance of individuals about the mean
of their family; and (2) the between-families variance, which is the variance of
the family means about the population mean. If all the individuals within a
family are identical, then all the variation in the population will be the varia-
tion that exists between families. On the other hand, if the individuals in each
family are variable and all families vary in the same way, the differences be-
tween families will be minimal, and the variation within families will be maxi-
mal. The degree of resemblance in the population can therefore be expressed
as a ratio of the “between-family”” variance to the sum of the ““within- and
between-"" family variance, as follows:

B2
T B+ W
where B? = variance between families, W? = variance within families, and t =
intraclass correlation coefficient. The larger t is, the more similar the members
of a family are, that is, the more closely related. By a series of complicated
statistical techniques, it is possible by the use of this general approach to esti-
mate the genetic variance in the population.

Knowing the total phenotypic variance and the genetic variance, one can
calculate another measure, called the heritability,

Ve
Vp
where h? = heritability (note, not the square of heritability), Ve = genetic vari-
ance, and Vp = total phenotypic variance. Since Vp is always larger than Ve,
h? will always have a value less than 1 (Table 4.1). The closer the value is to 1,

t

h =

4
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Table 4.1

Approximate values of the heritability of various char-
acters in domestic and laboratory animals.

Cattle

Amount of white spotting in Friesian cows 0.95
Percentage of butterfat in milk 0.60
Milk yield 0.30
Conception rate in first service 0.01
Pigs

Thickness of back fat 0.55
Body length 0.50
Weight at 180 days 0.30
Litter size 0.15
Poultry

Egg weight 0.60
Age at laying of first egg 0.50
Annual egg production 0.30
Body weight 0.20
Viability 0.10
Mice

Tail length at six weeks 0.60
Body weight at six weeks 0.35
Litter size 0.15

From D. S. Falconer, 1960. Introduction to Quantitative
Genetics, New York: Ronald Press.

the greater the genetic component determining it. Note, however, that since
V¢ is obtained from correlation of relatives within a population, comparisons
of heritabilities between populations are invalid. Heritability is a measure of
the degree to which genetics contributes to the variation of a character within
a population. As such, it can tell the plant or animal breeder whether or not
there is a reservoir of genetic variation amenable to selection and how great
that reservoir is. By extension, it can be stated that natural selection will act
only on phenotypic characters that are heritable (i.e., where h® > 0), regardless
of how variable they may be in nature.

We have dealt with the topic of heritability in some detail because it is a
poorly understood and much misused concept. Note that the heritability is the
ratio between the genetic variance and the total phenotypic variance. Neither
of these numbers is an absolute property of an individual or a character, but
both are statistical properties valid only in the context of a given environment
and a given genetic composition of a population. Therefore, we cannot speak
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of the heritability of a character without making reference to the environment
and the population from which the data were obtained. Especially dangerous
are statements regarding the heritability of human characters, particularly
when comparisons between groups are made. Such statements are meaningless
and should be avoided.

The concept of heritability is also important in the context of natural selec-
tion, as we will see in Chapter 6, when Fisher’s fundamental theorem of natural
selection is considered, since the greater the heritability of a character, the
greater is the potential for change under natural selection.

SUGGESTED FURTHER READING

General references

Falconer, D.S. 1960. Introduction to Quantitative Genetics. New York: Ronald Press.

Goodenough, U., and R.P. Levine. 1978. Genetics, 2nd ed. New York: Holt, Rinehart
and Winston.

Spiess, E.B. 1977. Genes in Populations. New York: Wiley.

Strickberger, M.W. 1976. Genetics, 2nd ed. New York: Macmillan.

Watson, J.D. 1976. Molecular Biology of the Gene, 3rd ed. Menlo Park, Cal.: Ben-
jamin.

Specialized articles and reviews

Britten, R.J., and E.H. Davidson. 1969. Gene regulation for higher cells: a theory.
Science 165:349-357. (gene regulation)

Calvo, J.M., and G.R. Fink. 1971. Regulation of biosynthetic pathways in bacteria
and fungi. Ann. Rev. Biochem. 40:943-968. (gene regulation)

Clausen, J. 1926. Genetical and cytological investigations on Viola tricolor L. and
V. arvensis Murr. Hereditas 8:1-156. (epistasis)

East, E.M. 1916. Studies on size inheritance in Nicotiana. Genetics 1:164-176. (quan-
titative inheritance)

Ehrelinger, J.R., O. Bjorkman, and H.A. Mooney. 1976. Leaf pubescence: effects on
absorbance and photosynthesis in a desert species. Science 192:376—377. (plas-
ticity)

Hardy, G.H. 1908. Mendelian proportions in a mixed population. Science 28:49—-50
(Hardy-Weinberg law)

Nilsson-Ehle, H. 1909. Krenzungsuntersuchungen an Hafer und Weizen. Lunds Univ.
Arsskr. Afd. 2, 7(2):1-84. (quantitative inheritance in wheat)

Nirenberg, M.W. 1963. The genetic code: II. Scientific American 190 (March): 80—
94 (genetic code)

Nirenberg, M.W., and P. Leder. 1964. RNA codewords and protein synthesis: the
effect of trinucleotides upon the binding of sSRNA to ribosomes. Science 145:
1399-1407 (genetic code)



Suggested Further Reading / 77

Stebbins, G.L. 1959. Genes, chromosomes and evolution. In W. Turrill (ed.), Vistas
in Botany. London: Pergamon. (pleiotropy)

Stern, C. 1973. Principles of Human Genetics, 3rd ed. San Francisco: Freeman. (poly-
dactyly in humans)

Watson, J.D., and F.N.C. Crick. 1953. A structure for deoxyribose nucleic acids.
Nature 171:737-738. (structure of DNA)

Historical works

Brink, R.A. (ed.). 1967. Heritage from Mendel. Madison: University of Wisconsin
Press. (papers presented at a centennial celebration of Mendel’s paper)

Carlson, E.A. 1966. The Gene: A Critical History. Philadelphia: Saunders.

Sturtevant, A.H. 1965. A History of Genetics. New York: Harper and Row. (a his-
tory of genetics by one of the best of the early geneticists)

Watson, J.D. 1968. The Double Helix. New York: Atheneum. Also 1969, New York:
The New American Library. (the history of the discovery of the structure of
DNA by one of the codiscoverers)






Cbapter 5
Genes and
Chromosomes

The importance of the study of chromosomes is twofold: Chromosomes can
give an insight into genetic phenomena and the evolutionary processes that
have brought them about; and their behavior and morphological and chemical
characteristics can be used in the classification of species. We will review in
this chapter the chromosomal characters that are particularly important in
these connections, and we will consider some examples in which cytology has
been especially helpful as a tool to solve evolutionary problems.

Like all characteristics of an organism, chromosomes and the mechanisms
of cell division and of gametic formation are subject to natural selection. There-
fore they will vary from species to species as a result of different evolutionary
histories. This variation is usually small in related forms, but it can be quite large
between distantly related groups. Consequently, the study of cytological differ-
ences provides good clues as to the probable evolution of a species. But since
chromosomes are the carriers of the genetic information, they also influence
the evolutionary potential of a species.

79



80 / Genes and Chromosomes

CHROMOSOMAL CHARACTERS

Chromosomes are discrete bodies found in the nucleus of every cell (Fig. 5.1),
with the possible exception of bacteria and blue-green algae (these groups of
primitive organisms presumably have not evolved chromosomes with the com-
plex structure of DNA and protein found in more advanced species). Chromo-
somes are elongate in shape, with a constriction called the centromere some-
where along their length. The centromere divides the chromosomes into two
parts, called chromosomal arms. If the chromosomal arms are of the same
length, we classify the chromosome as having a median centromere. If the
centromere is not exactly in the middle, we call it a submedian centromere; if
near one end, it is a subterminal centromere; and if almost at the end (appar-
ently it is never on the very end), it is a terminal centromere. The position of
the centromere, then, provides a basis for the classification and identification
of chromosomes.

Figure 5.1

(A) Human somatic chromosomes (2n = 46). (B) Metaphase I division in Haplopap-
pus gracilis (n = 2); this is the lowest chromosome number so far known in a plant.
(Photo courtesy of Dr. Ray Jackson) (C) Diakinesis in the fern Polystichum califor-
nicum (n = 82); ferns are often characterized by very high numbers of chromo-
somes, (Photo courtesy of Dr. Warren H. Wagner) (D) Diakinesis in Gutierrezia
bracteata (n = 8 + 1); arrow points to supernumerary chromosome.
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A second way to identify chromosomes is by their length. The length of
the chromosomes varies from about one micron to 30 microns, and most chro-
mosomes are less than 10 microns in length during the stage of maximum
contraction in mitosis. Absolute length and relative length of the two chromo-
somal arms are the main—sometimes the only—ways to recognize individual
chromosomes in a cell.

Sometimes chromosomes can be identified by additional characteristics. A
very frequent identifying characteristic is the possession at one end of a small,
usually rounded body called a satellite, which is united to the main body of the
chromosome by a thin, threadlike filament called a secondary constriction.
Usually only one pair of homologous chromosomes has a satellite. An individ-
ual chromosome does not have more than one satellite. Another characteristic
by which chromosomes can sometimes be distinguished is the presence of dis-
tinct areas of strongly staining material called heterochromatin. A number of
different staining techniques reveal that the chromosome during division has
a banded structure. One of these techniques, cold treatment prior to fixation
(chemical killing) and staining has been used for many years, but most of the
approaches have been developed within the last ten years. One of the new
techniques, called Q-banding, relies on the fact that, in humans and some other
organisms, certain fluorescent dyes have a specificity for only certain hetero-
chromatic regions. Other dyes, designated G- or C-banding, also bond specifi-
cally with regions of the chromosome, often corresponding to the Q-bands. By
applying these different staining techniques, one can divide the chromosome
into distinct regions, each having a repeatable pattern of staining, allowing the
identification not only of individual chromosomes but of chromosomal arms
and chromosome segments (Fig. 5.2).

ULTRASTRUCTURE OF THE CHROMOSOME

In the cells of most organisms chromosomes are visible only during cell divi-
sion. After mitosis they elongate until they become so thin that they can no
longer be distinguished even with the most powerful light microscope. This
fact has puzzled biologists for a long time. Only recently has the puzzle been
partly solved as a result of a combination of patient chemical analysis and
studies using the electron microscope.

Chemically the chromosome consists primarily of three substances:

1. Protein. More than one half of the mass of the chromosome is a special
kind of protein called histone, characterized by being basic (positively charged
at neutral pH) because of a high proportion of the amino acids arginine and
lysine, and with molecular weights of 11,000 to 21,000. In addition, the chro-
mosome contains some acidic (negatively charged at neutral pH) protein as
well.
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Figure 5.2

Differentially stained human chromosomes. Human chromosomes can be identified
by patterns of bands, which appear with certain staining techniques. The dark areas
indicate positive-staining Q- and G-bands (which correspond fairly closely), and

the shaded areas indicate variable bands. (After Paris Conference (1971): Stan-
dardization in Human Cytogenetics. Birth Defects: Original Article Series, v.8: 7,
1972)

2. DNA. The structure of DNA has already been described (p. 56), and we
have also discussed its function as the genetic code.

3. RNA. Ribose nucleic acid, a nucleic acid that transcribes the basic genetic
message, is present in small but measurable amounts.

The problem so far has been to determine precisely how these substances
are associated in the chromosome. Available evidence now favors the following
model.
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Histone and DNA associate together into a permanent structure called a
chromatin fiber. A chromatin fiber contains a double helix of DNA surround-
ing a core of histone in repeating units (nucleosomes) of about 200 base pairs
of DNA and two molecules each of four histones, known as H2A, H2B, H3,
and H4 (Fig. 5.3). These eight hisfone molecules are believed to form a spheri-
cal unit. The DNA double helix passes around the histones in a manner not
yet known. In many but not all cells, one molecule of another histone, H1, is
also associated with each nucleosome. Figure 5.4 is an electron micrograph of
a chromatin fiber showing the nucleosomes.

There is also a tendency for the chromatin fiber to form a coil about 250 A
in diameter, which is barely within the resolving power of the best light micro-
scope. These fine threads are called euchromatin to distinguish them from the
darker, more compact, and denser staining heterochromatin. When these
names were first proposed, it was believed that euchromatin and heterochro-
matin were different entities, rather than different configurations of the same
material. However, the distinction is still valid as a descriptive characteristic
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Figure 5.3

Chromatin structure (hypothetical). Chromatin consists of repeating units called
nucleosomes. Each nucleosome contains eight histone molecules arranged in a sphere,
surrounded by a double helix of DNA about 200 base pairs long. The configuration
of the DNA is uncertain. (After R.D. Kornberg, 1977. Structure of chromatin.

Ann. Rev. Biochem. 46:931-954)

of chromosomes, and there is ample evidence that heterochromatin has special
genetic properties.

Prior to cell division, most chromatin condenses to form the chromosomes.
When viewed under the electron microscope (Fig. 5.5) the chromosome can be
seen to consist of tightly folded chromatin, where the larger 250 A units pre-
vail. Although it is clear from the light microscope studies that the pattern of
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Figure 5.4

Chicken erythrocyte chromatin. The beads along the fiber are nucleosomes. The
scale marker represents 500 A. (From C.L.F. Woodcock, J.P. Safer, and J.E. Stanch-
field, 1976. Structural repeating units in chromatin. I. Evidence for their general
occurrence. Experimental Cell Research 97:101-110)

aggregation is highly consistent, it is not clear how the fibers aggregate. Fur-
thermore, the pattern clearly varies from species to species and sometimes
from tissue to tissue (Fig. 5.1).

CHROMOSOME NUMBER

The number of chromosomes in the nucleus of the cells of the individuals of
a species is constant and characteristic for that species.



Figure 5.5

Scanning electron micrograph of a metaphase chromosome from a cell of a Chinese
hamster. The middle constricted zone marks the location of the centromere. The
white bar represents 1u. (From D.I. Patt and G.R. Patt, 1975. An Introduction to
Modern Genetics. Reading, Mass.: Addison-Wesley)

All the cells of an organism are derived from the product of the fusion of
two gametes. That first cell is called a zygote. It has two sets of chromosomes.
In each division of the zygote and its products, the chromosomes split longi-
tudinally, and consequently all the cells of an organism have the same number
and type of chromosomes. In certain tissues longitudinal division of the chro-
mosomes takes place without the corresponding division of the cell. This pro-
duces cells with twice or even four times the number of chromosomes present
in the zygote. In this process, called endomitosis, the number but not the
morphology of the chromosomes is changed. Endomitosis is of physiological
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but not of genetic importance, since it does not occur regularly in the cells of
tissues that lead to the formation of gametes. The number of chromosomes in
somatic cells varies from a minimum of two pairs—found in one plant, Hap-
lopappus gracilis of the sunflower family (Fig. 5.1), and in several insects and
lower animals—to several hundred (Table 5.1). The majority of species of
plants and animals have between five and 30 pairs of chromosomes. Human
beings have 23 pairs (Fig. 5.1). One animal, Ascaris megalocephala var. uni-
valens, has one chromosome in meiosis and in the germ line, but the chromo-
some fragments into several in the somatic line. Although the number of
chromosomes is constant, occasional changes do occur in the gametes or in
tissues that lead to the formation of gametes. These changes can occur in two
main ways: by the division of the chromosomes in a cell that is going to give
rise to the gametes without the division of the cell itself, yielding a cell with
exactly double the original number of chromosomes; or by the fusion or break-
age of individual chromosomes. The latter way gives rise to cells with one or
two chromosomes in excess or in deficiency :(Fig. 5.6). For a viable cell, in-

Table 5.1

Chromosome numbers of some common plants and animals.

Somatic

Chromosome  Polyploid
Species Common Name Number Level
Triticum aestivum wheat 42 hexaploid
Zea mays corn 20 diploid
Lactuca sativa lettuce 18 diploid
Lycopersicum esculentum tomato 12 diploid
Gossypium barbadense New World cotton 52 tetraploid
Phaseolus vulgaris kidney beans 22 diploid
Glycine max soy beans 40 tetraploid
Pyrus communis apple 34 diploid
Ipomea batatus sweet potato 90 hexaploid
Ophioglossum vulgatum fern 480 ?
Apis mellifera honey bee 16 diploid
Bombyx mori silk worm 56 diploid
Cyprinus carpio carp 100 diploid
Rana pipiens green frog 26 diploid
Alligator mississippiensis alligator 32 diploid
Anas platyrhynchos mallard duck 78 diploid
Bos taurus cattle 60 diploid
Equus caballus horse 64 diploid
Felis felis cat 38 diploid
Canis familiaris dog 78 diploid
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Figure 5.6

Chromosome number reduction. The two chromosomes, AA’” and BB’, each with
terminal centromeres, fuse to form one chromosome, AB, with a median centromere,
and what is essentially a single centromere with the two short arms A’B’. The
latter can be lost with no genetic effect on the organism. This mechanism requires
simultaneous breaks at (1) and (2). (From O.T. Solbrig, 1970. Principles and
Methods of Plant Biosystematics. New York: Macmillan.)

creases and decreases in the number of chromosomes have to take place with-
out any appreciable loss of genetic material. Loss of entire chromosomes is
therefore deleterious unless the individual has already doubled its number of
chromosomes. When two chromosomes fuse, one of the two centromeres has
to be lost. Otherwise during division the chromosome would be attached to two
spindle fibers (the spindle fibers are involved in the movement of the chromo-
somes during cell division), and this would have deleterious effects. Fusion
occurs most commonly by the loss of the extremely short arms and portions of
the centromere of two terminal chromosomes, which then unite by the remain-
ing parts of the centromere to give rise to a median or submedian chromosome.
The resultant chromosome is approximately as long as the sum of the lengths
of the two original chromosomes. Species with a low number of chromosomes
often have median or submedian chromosomes, indicating a reduction from
ancestors with more chromosomes. The plant genus Crepis illustrates this very
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well. In this group of plants it has been possible to reconstruct the evolution
of the karyotype, by which name the basic chromosome set of a species is
designated. In this genus, species that from an evolutionary point of view are
primitive have a basic chromosome number (n = 6) higher than related spe-
cialized forms, which have base numbers of 5, 4, and 3 (see Fig. 5.7 and Table
5.2).

Species with large chromosomes

C. kashmirica
n==6

Species with small chromosomes

I 46
C. mungieri
l n==6

81 l v Yoow I 38
C. sibirica /eontodontmdes
I T
71 I I I 21
C. conyzaefolia . : : C. suffreniana
38 I 22
l Ve . C. fuliginosa
I l n=3

C. capillaris
n=3 I |

Figure 5.7

Evolution of the chromosomes in two lines of Crepis, one with large chromosomes
and one with small chromosomes. The most primitive species in each line are at the
top of the figure, the most advanced at the bottom. Numbers refer to the total
length of all the chromosomes for each species, relative to Crepis kashmirica with
100. (From E.B. Babcock, 1947. The Genus Crepis, Part 1. Berkeley: University of
California Press, Botany series, Vol. 21)
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Table 5.2

Chromosome numbers of selected species of Crepis.

Somatic
Chromosome Polyploid Reproduction

Species Number Level Type Habit
C. elegans 14 diploid sexual perennial
C. paludosa 12 diploid sexual perennial
C. sibirica 10 diploid sexual perennial
C. chrysantha 8 diploid sexual perennial
C. polytricha 16 tetraploid sexual perennial
C. ciliata 40 octoploid sexual biennial
C. alpina 10 diploid sexual annual
C. patula 8 diploid sexual annual
C. capillaris 6 diploid sexual annual
C. monticola 22-88 allopolyploid asexual perennial
C. intermedia 33-88 allopolyploid asexual perennial
C. barbigera 44-88 allopolyploid asexual perennial

Data from E.B. Babcock, 1947. The Genus Crepis, Part 1. Berkeley: University of Cali-
fornia Press.

MITOSIS AND MEIOSIS

Cells are all of about the same minute size, and millions and billions of cells
form the body of an animal the size of a horse or of a plant the size of an oak.
Since many cells are relatively short-lived, they have to be replaced constantly.
Nuclear division preceding cell division is a complex process known as mitosis
(Fig. 5.8).

Cell division varies widely from species to species in a number of ways,
and there are also some striking differences of detail between plants and ani-
mals. The essential process of mitosis is nevertheless basically similar in all
organisms. During division of the nucleus a mechanism has to be provided for
an exact distribution to the daughter cells of the particles of heredity, the
genes. Although mitotic peculiarities can sometimes be used to identify groups
of animals or plants, such as in species with diffuse centromeres, these in-
stances are rare.

From a genetic point of view, the most important feature of mitosis is the
exact copying of the chromosome and of its main constituents, so that both
daughter nuclei receive the same amount of genetic information. This is neces-
sary if genetic continuity is to be preserved in the species. The physicochemical
properties of DNA provide a mechanism for the exact copying of the genetic
content of the chromosomes.
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Figure 5.8

Mitosis, the process that provides for the distribution to daughter cells of the
duplicated genetic material. In the early stages (prophase), chromatin condenses and
becomes visible with the light microscope. By late prophase the chromosomes con-
sist of two sister chromatids. In metaphase, the nuclear membrane disappears in
most cells. A spindle appears, stretching between the two poles of the cell. The
chromosomes line up at the equator of the cell. During anaphase, the centromeres
divide and the sister chromatids separate and move to opposite poles. In telophase,
the nuclear membrane reforms around each set of daughter chromosomes, the
spindle disappears, and the chromosomes gradually uncoil. In most cells, mitosis is
followed by cell division. (a) Mitosis in animal cells and (b) in plant cells. (From
D.L. Patt and G.R. Patt, 1975. An Introduction to Modern Genetics. Reading, Mass.:
Addison-Wesley)

Cell division provides for growth and maintenance of life in individual
organisms. In unicellular organisms, cell division means increase in the number
of individuals also. In multicellular organisms, special cells called gametes fuse
to form a zygote. By mitosis and cell division the zygote gives rise to a new
individual of the same species. Since during fertilization—the fusion of two
gametes—the chromosomes of the two cells are added together, the number
of chromosomes has to be halved before the next gametes are formed. If not,
in a very few generations the number of chromosomes would be such that their
volume alone would be greater than the volume of the nucleus and even greater
than the volume of the cell itself. The process by which the number of chromo-
somes is restored to its original value is known as meiosis.

Meiosis consists of two consecutive divisions and results in the formation
of four daughter nuclei (Fig. 5.9). However, it involves only one cycle of chro-
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Figure 5.9

The stages of meiosis in a schematized animal cell. The physical states of the chro-
mosomes and of their chromonemata in each stage of prophase I are diagrammed
separately to show more clearly the phenomena of synapsis, recombination, and
chiasma formation. Points of breakage and exchange are indicated by asterisks.
(From D.I. Patt and G.R. Patt, 1975. An Introduction to Modern Genetics. Reading,
Mass.: Addison-Wesley)

mosome duplication. Nuclear division is followed by cytoplasmic division in
most organisms. Meiosis is a process that has far-reaching consequences for
both heredity and evolution. From a genetic point of view the most important
features of meiosis are the exact halving of the number of chromosomes,
the independent assortment of the homologous chromosomes to the daughter
nuclei, and the exchange of segments of homologous chromosomes through
crossing over. Homologous chromosomes are those carrying alleles of the same
genes. When two gametes fuse, for each chromosome from one gamete, there
will be a homologue from the other gamete.

Meiotic prophase has been divided into the several stages shown in Fig. 5.9
because it lasts longer and is more complex than mitotic prophase. The first
important feature separating the two processes is that when the chromosomes
become visible, they are seen to be single structures. Unlike the chromosomes
in mitotic prophase, they are not divided longitudinally into two chromatids
(Fig. 5.9). A second and very important feature is that following their appear-
ance, homologous chromosomes pair in a highly specific manner, so that cen-
tromeres and homologous segments of the chromosomes lie in juxtaposition.
The diploid number of chromosomes is thus resolved into a haploid number
of pairs of homologous chromosomes, called bivalents. While pairing is taking
place, the chromosomes twist around each other and become shorter and
thicker.
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Some time after the process of pairing has been completed, the homolo-
gous members of each bivalent begin to separate. In the regions of separation,
each homologue is now seen to be divided longitudinally into two chromatids.
However, at one or more locations along the length of the bivalent, one chro-
matid from each homologue appears to have exchanged its partner so that two
chromatids from opposite members of a bivalent lie criss-cross over each
other (Fig. 5.10). Each of these cytologically visible points is known as a
chiasma (plural, chiasmata). Chiasmata hold the homologous chromosomes
together, and as chromosome separation proceeds, loops form between con-
secutive chiasmata, and half loops form between a chromosome end and its
nearest chiasma. The process of separation forces the chiasmata to move
toward the chromosome ends, a movement that is perhaps enhanced by the
continuing coiling and contraction of the chromosomes. As prophase draws to
a close, the centromeres of the homologous chromosomes of each bivalent ori-
ent themselves in positions equidistant above and below the spindle equator.
In this way meiotic metaphase differs from mitotic metaphase, in which the
centromeres of each chromosome align on the spindle equator (Fig. 5.8). At
one point the association between sister chromatids lapses, the chiasmata slip
apart, and each half of a bivalent moves polewards under the pull of its respec-
tive centromere.

Figure 5.10

Paired chromosomes in meiosis. Frequently during prophase, a chromatid inter-
twines with a chromatid of the homologous chromosome. The points of contact are
called chiasmata (singular, chiasma).
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Since each bivalent contributes only one chromosome to each polar group,
a haploid number of chromosomes collects at each pole. They differ from mi-
totic anaphase chromosomes, however, in that each chromosome consists of
two chromatids. They shortly undergo a second division, mechanically similar
to a mitotic division. Prior to the second division of meiosis, the chromosomes
may form an interphase nucleus for a short period. The cytoplasm, too, may
divide after the first meiotic division, and in plants even a cell wall may form.
Alternatively, the second division of meiosis can follow immediately with no
intervening interphase and either with or without a division of the cytoplasm.

The second meiotic division begins when all the chromosomes align them-
selves on the equator of the second division spindle. This step is followed by
the simultaneous separation of the component chromatids of each chromo-
some. Four nuclei are thus produced by each meiotic sequence, and each
nucleus contains a haploid number of single chromatids.

Meiotic division has been covered in great detail because Mendel’s laws of
segregation and independent assortment follow so directly from the behavior
of the chromosomes at meiosis.

Consider an organism of the genetic constitution A1A;, each of the alleles
inherited from a homozygous parent, one A1A; and the other AsA». Each allele
will be carried in the exact same position on opposite homologous chromo-
somes. When the cell undergoes meiosis, homologous chromosomes separate
during the first meiotic division, and they divide during the second meiotic
division, giving rise to four haploid cells, two with the A; allele and two with
the A allele, corresponding to Mendel’s principle of segregation.

If we now consider two pairs of alleles, A1As and BiBs, of two genes lo-
cated on different chromosomes, we can see that because different bivalents
arrange themselves on the metaphase I equatorial plate independently of each
other, nonhomologous chromosomes undergo independent assortment during
meiosis; that is, each of the four cells has equal probability of getting the
paternal or maternal homologue. This is the physical basis of Mendel’s second
law of independent assortment.

However, not all the genes in a given genome (the full set of genes in an
individual) assort independently, because those on the same chromosome are
physically connected. However, the connection is not complete, because of the
phenomenon of crossing over.

LINKAGE AND CROSSING OVER

It is essential that in each nuclear division, the daughter nuclei receive exact
copies of the genetic complement of the mother nucleus. The aggregation of
genes into chromosomes simplifies this process considerably. Indeed, if the
more than 10,000 genes in a cell had to divide individually, and if each of the
two halves had to move to the poles by itself, the traffic congestion thus created
would undoubtedly result in unequal daughter nuclei. It is unlikely that com-
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plex multicellular organisms could have evolved under such circumstances. The
stringing of the genes into chromosomes has made equal divisions of the chro-
mosomes possible, but it has also had the effect of limiting the independent
assortment of genes. In effect, at meiosis, all the genes in a chromosome have
to move together to the same pole. This phenomenon, known as linkage, is of
considerable genetic importance.

Genes in different chromosomes are not linked, whereas those in the same
chromosome are. Given a certain number of genes for a particular species, it
follows that the number of groups of mutually linked genes will be the same
as the number of chromosomes of that species. The lower the number of link-
age groups with a constant number of genes, the higher the number of genes
in each linkage group, and the less operative the law of independent assort-
ment. The phenomenon was first observed by two British geneticists, W. Bate-
son and R. C. Punnett, in 1906. When they crossed plants of sweet peas that
were purple-flowered and had elongated (“long”) pollen grains with plants
that were red-flowered and had round pollen grains, they obtained plants that
were all purple-flowered with elongated pollen grains, indicating that purple
flowers and elongated pollen grains were dominant. In the Fs, they obtained
the four combinations expected according to independent assortment of the
genes (purple/long, purple/round, red/long, red/round), but not in the ex-
pected 9:3:3:1 ratio. Instead, the two parental combinations, purple/long and
red/round, were present in excess over expectations. The proportion of the
four classes was approximately 11:1:1:3. This surprising result contradicted
Mendelian principles.

The answer to the riddle that Bateson and Punnett’s experiments posed
had to await work on the fruit fly Drosophila (1910-1915) by the American
Nobel laureate geneticist Thomas H. Morgan and his students and close col-
laborators, Alfred Sturtevant, C. B. Bridges, and Hermann Miiller. Bateson and
Punnett had shown that the law of independent assortment did not apply to
flower color and pollen shape in sweet peas. However, if the characters were
on the same chromosome, only the parental types should appear. The presence
of purple-flowered peas with round pollen and of red-flowered plants with
elongated pollen is due to the exchange of corresponding segments of two
chromatids of homologous chromosomes during meiosis. This phenomenon is
called crossing over (Fig. 5.11), and its cytological manifestations are the
chiasmata.

Figure 5.11 depicts crossing over. Note very specially that crossing over
takes place between two chromatids at the four-strand stage of meiotic pro-
phase and results at meiotic telophase in one chromosome each with the pa-
rental genetic combinations (A;B: and A:B») and two recombinant chromo-
somes (A1B: and A:B:). Consequently, segments on each side of a crossover
assort independently.

The number of chiasmata (and corresponding crossovers) that take place
in each chromosomal arm is limited. It depends on a number of factors, such
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Figure 5.11

A breakage-synthesis-repair model to account for reciprocal and nonreciprocal
crossing over. (a) DNA helices from two parents, representing tetrad formation.
From this point until the last drawing in this figure, only the two central helices
will be considered. The arrowheads indicate the polarity of the DNA strand in each
segment of DNA. (b) Breakage of two of the DNA chains. (c) Nucleotide chains
are synthesized along both unbroken chains. Newly made DNA is indicated by a
dashed line. (d) Dissociation of newly made DNA strands from their templates.

(e) Newly synthesized DNA associates with a strand from the other molecule.

(f) Crossing over is completed. (g) The unpaired regions of the outer parental mole-
cules are removed. Note the “heterozygous” region of DNA (shaded). This indi-
cates a region of faulty base pairing. (h) The original, outer parental molecules of
DNA are again shown, completing the tetrad after recombination has taken place.
The “heterozygous” region is repaired. If the + strand is used as a template, recipro-
cal recombination is observed. If the a strand is used as a template for repair, non-
reciprocal recombination is observed. (From D.I. Patt and G.R. Patt, 1975. An
Introduction to Modern Genetics. Reading, Mass.: Addison-Wesley)
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as the length of the chromosome, the genetic constitution of the species and
individual, and the presence of other chiasmata, but it is usually on the order
of one to three per arm. In some cases, such as in the males of Drosophila, no
chiasmata occur, but such a situation is rare. Furthermore, the exact positions
of the chiasmata vary from cell to cell during meiosis. Thus the probability
of the occurrence of a chiasma between two genes is directly proportional to
their physical separation along the chromocsome and to the frequency with
which crossovers occur in each chromosome.

This fact can be used to determine the order of the genes along a chromo-
some. In effect, since the frequency of crossovers between any two genes is
proportional to their physical separation along the chromosomes, in crosses
involving individuals heterozygous for three linked genes, the number of re-
combinants between them can be used to map their relative position on the
chromosome (Fig. 5.12).

Linkage is a phenomenon that keeps genes on the same chromosome from
assorting independently. As a result of crossing over, however, the proportion
of chromosomes containing the various combinations of alleles at the two loci
(A1B1, AiB:, AsBy, and A2B:) in the population will eventually coincide with
the expected proportions under no linkage. However, although that equilibrium
is reached in one generation of random breeding for nonlinked genes, the ap-
proach to equilibrium is slowed down considerably for linked genes. This may
play an important role in evolution.

Linkage disequilibrium

Genes on the same chromosome cannot assort independently at meiosis be-
cause they are physically connected. However, crossing over breaks up these
physically linked genes, so that in a population where selection is not oper-
ating, eventually the frequencies of the combinations of genes in the popula-
tion correspond to what is expected by independent assortment. Let us look at
why this is so and at the effect of linkage in greater detail.

Assume a population of organisms differing at two loci with two alleles at
each locus, A1, As, and By, Bu. Let us further assume that these two loci are on
the same chromosome. There can be four genetically different chromosomes:

AiB:: Xy
AB2: Xo
AoBi: Xs
AsB:: X,

where X1, X2, X3, and X4 represent the frequencies of these chromosomes in
the population. If we represent the frequency of each allele by p (A1), g (Az),
s (B1), and t (B.), it follows that
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P:X1+X2, q:X3+X4,
S:X1+X3, t=Xo + Xs.

Knowing the frequency of the four chromosomes, we can estimate the frequen-
cies- of the alleles. However, it is normally the allelic gene frequency that is
known, not the chromosome frequency (which is equivalent to knowing the
genotype frequency in this case, since X1, X2, X3, and X4 represent the four
possible genotypes). The usual way to proceed in trying to estimate genotype
frequency from allelic frequency is to multiply the value of the frequency of
the first allele at the first gene by the value of the first allele at the second gene,
thereby obtaining the value of the first genotype; and so on, allele by allele.
This procedure assumes, however, that the frequencies of the alleles in the first
locus are independent of the frequencies of the alleles in the second locus. For
example, imagine a population of gametes where a frequency p of the gametes
have A; and g have As, s have the allele B: and ¢, B2. If we wish to know the
proportion of gametes that have AiB1, we multiply g by s. This is always true
under independent assortment. A corollary is that the product of the frequen-
cies of chromosomes X1Xs minus the product of the frequencies of X2X3 must
be zero (X1X4 = ps * gt; XoX3 = gs * pt).

However, in chromosomes where there is linkage, X1X: — X2X3 will not be
zero, because in cases of linkage certain gene combinations in a randomly
breeding population are more frequent than expected according to independent
assortment. Consequently, in cases of linkage the frequency of the chromo-
somes in the population cannot be calculated by simply multiplying the fre-
quencies of the genes in them (that is, X1 = ps). For example, if alleles A; and
Bi are completely linked in the population, all gametes having A; will also have
Bi1 rather than only a fraction, s. Therefore in cases of linkage, X1Xs — X2Xs
will no longer be zero, because X1 is no longer equal to the product ps, and
similarly for the other chromosome types. The frequency X; will be equal to
ps plus an excess or deficiency, which we will call linkage disequilibrium and
will represent by the letter D. The value of D is given by the expression X1 X4 —
X2Xs. Consequently, the chromosome frequency in a population with linkage
as a function of gene frequency is

Xi1= ps + (X1X4 - X2X3) = ps + D,

X2 =pt — (XaXa — XoX3) = pt — D,

Xs = qs — (X1X4 - XQX%) —gqs — D,
When A; and B: (as well as A2 and B.) are linked, a condition known as ““cou-
pled,” D is positive. If A1 and B: (as well as Az and By) are linked, a situation
known as “repulsion,” then the value of D is negative. To demonstrate these
equations, we substitute for ps and D their chromosomal equivalents. For ex-
ample,
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(a) Effect of single and double crossover events of two widely spaced loci. The
single exchange will lead to a different and detectable gene arrangement, whereas the
product of the double exchange is identical to the parental arrangement. Assume
that A; and A differ phenotypically; C; and C. are likewise different in their
actions. (From D.I. Patt and G.R. Patt, 1975. An Introduction to Modern Genetics.
Reading, Mass.: Addison-Wesley) (b) Establishment of the position of genes on the
chromosome. A heterozygous individual is crossed to a homozygous recessive. The
probability of a crossover increases with distance. If genes A and B show 20 percent
crossovers, and B and C show 30 percent, then A and C show 50 percent if the
position is ABC, but 10 percent if the position is ACB. In actuality, the percentage
of crossovers between the end genes is less than the sum of the distances of A to

B plus B to C because of double crossovers (in this case 6 percent).
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ps + D = (Xi+ Xz2) (X1 + X3) + (XaXs — XoXs)
= Xl2 + XlX; + X1X2 + X_)X; -+ X1X4 - X2X3,

where +X.X3 and —X2X3 cancel each other, so that rearranging, we have

ps + D = X12+ XaXo + X1 Xs + X1 X4
= X1 (Xl + Xe+ X3+ X4).

The value within the parentheses is the sum of the frequencies of all possible
chromosomes, which is 1, so that

ps + D =Xy,

which demonstrates the first equation. The other four are demonstrated in
similar fashion.

In a diploid population where individuals differ at two loci with two alleles
at each locus, there can be a total of nine genotypes. If the loci are linked, the
genotype frequency cannot be predicted from gene frequencies under the as-
sumptions of the Hardy-Weinberg theorem. Instead, the frequency of each
chromosome (or gamete) has to be calculated, taking crossovers into account.

To predict the frequency of each chromosome in the next generation, we
first enumerate the various ways by which the four kinds of chromosomes,
A;By, AiB:, A:Bs, and A:Bs, can be produced in the population. Starting with
chromosome A1B:, we note that it can be generated in two different ways. First,
it can be obtained from genotypes of the composition Ai1B1/** (where * de-
notes any arbitrary allele), provided no crossover occurs between A and B:. If
the recombination probability (probability of a crossover) is denoted by r, the
probability of obtaining an X1 chromosome from an A1B1/** genotypeis 1 — r.
A second way of obtaining an Xi chromosome is from an A:*/*B; genotype
where a crossover does take place. The frequency of Ai1Bi/** genotypes in the
population is equal to the frequency of the A:B: chromosome, Xi. The fre-
quency of A1*/*B; genotypes is obviously the product of the gene frequencies,
p X s. Consequently, the frequency X: of the chromosome A1B; in generation
t+1is

X141 = X1, (T — 1) + ps(r), (1)
and similarly,
Xojry = Xe, (1 — r) + pt(r),
Xs,41 = Xa, (L — 1) + gs(r),
Xajg1 = Xgy (L — 1) + gt (7).
But we know that p = X1 + X» and s = X1 + X3, and therefore
ps = (X1 + X2)(X1 + Xa) = Xo® + XaXe + XoXa + XoXs
= X1 (X1 + Xo+ X3) + XoX5
= X1 (1 — Xg) + XX,
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Replacing in (1), we have
X4 = X1, (L= 1) F 7 [Xa, (1= Xa,) + Xo.Xa,]
=Xy, — rXa, + rXa, — X1, Xa, + 1Xo,Xa,
= X1, — 7, (X1, X1, — X2,Xs,).
But we saw that X1 X« — X2X3 = D, so that
X1,4, = X1, — 1Dy, 2)

and similarly,
Xo, 41 = X2, + 1Dy,
Xs;+, = Xs, + tDs,
X*t+1 = X4t — rD:.

That is, the frequency of the chromosome in generation ¢ + 1 is equal to its
frequency in the previous generation minus the recombination index between
the two loci times the value of the linkage disequilibrium in generation .

Since X1, = ps + D, and since X1,+; = ps + D: 11, replacing in (2), we have

ps + Dip1 = (ps + D) — Dy,
Diyi=ps—ps+Di—rD:=D: (1 — 1),
and
Di=Di 1 (1—r),
Dis1i=Dia (=@ —r)=Din (T —71)?,

so that
Di1=Do (1 — 1),

where Dy is the initial value of linkage disequilibrium in the population. Con-
sequently, linkage disequilibrium decreases in the population at rate r, pro-
vided there is no selection and breeding is random. Therefore the expectation
is that normally linkage disequilibrium will not be an important evolutionary
force. For linkage disequilibrium to become a significant factor, epistatic selec-
tion, which is positive selection for a given gene combination, is required.
Evidence for linkage disequilibrium in nature was obtained in studies of
population of species of Drosophila, primarily D. pseudoobscura. For example,
Prakash and Lewontin showed that in the third chromosome of this species,
the allele 1.04 of the gene Pt-10 was always present with the so-called stan-
dard inversion, whereas three other alleles (0.94, 1.02, 1.06) of the same gene
never were. T. Preston Webster found evidence for linkage disequilibrium in
a salamander, Plethodon cinereus, that inhabits the forests of the eastern
United States. In populations of this animal, the alleles of two esterase loci are
in linkage disequilibrium. Among plants there is some evidence for linkage
disequilibrium in barley and oats. There are also known cases in humans (Rh
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factor) and snails. The dearth of examples of gene disequilibrium in nature
does not necessarily mean that it does not occur frequently, but rather reflects
the technical problems involved in studying this phenomenon. Linkage dis-
equilibrium is expected to occur most frequently between neighboring genes
on a chromosome. At present, however, there is no systematic way of deter-
mining all the genes in a chromosomal sector, other than by a process of map-
ping each gene of the species. But homozygous genes are not identified this
way, nor are those that have small effects on the phenotype. Consequently,
many genes are missed, and at present we have not mapped all the genes of
any species, and it is unlikely that we ever will do so. The precise assessment
of the relative frequency of linkage disequilibrium in nature has to await the
development of new techniques.

Linkage is a phenomenon that controls the rate at which nonallelic genes
on the same chromosome will mix with other such genes in homologous chro-
mosomes coming from different parents. If linkage is absolute, only the paren-
tal types will be produced, and no new combinations will be present. On the
other hand, if there is no linkage, there will be random assortment, and the
chances of the parental combinations surviving will be very low. In situations
where parental combinations are very successful, natural selection will favor
mechanisms that increase linkage. On the other hand, when variable offspring
are advantageous, natural selection will favor less linkage and an increase in
the number of recombinant types. Some of the mechanisms that increase link-
age are a lowering of the rate of crossing over and a lower number of chromo-
somes. This last is the result of random transverse breakages and reunions of
the broken ends of one or more chromosomes in novel ways, loss of centro-
meres, and selection of the new arrangements. How these particular changes
come about we do not know exactly. But when they take place, they will be
favored (and maintained) by natural selection in the populations where less
recombination is advantageous, and they will be eliminated in the populations
where less recombination is not desirable. The selective mechanisms and ex-
amples are presented in Chapter 8.

CHANGES IN CHROMOSOMAL STRUCTURE

The position of genes on a chromosome can be altered as a consequence of
changes in the structure of the chromosome. Such changes can result in a mod-
ification of the number of chromosomes when the structural change produces
gains or losses of centromeres, or they can take place without altering the
chromosome number. In both cases the linkage relation of the genes in the
modified chromosomes is affected. Some changes also result in an increase or
loss of genes.

Changes in the morphology of the chromosome are a reflection of internal
arrangements of the chromosomes. These changes are collectively referred to
as chromosomal aberrations, although they are not aberrations in the usual
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sense of the word. Rather, they are phenomena that occur with a low frequency
in most populations. The principal ones, shown in Fig. 5.13, are as follows:

Duplications. A part of the chromosome is present in double dose. The dou-
bling probably occurs as a result of errors in replication.

Deficiencies. A part of the chromosome is missing. X-rays, ultraviolet, and
other forms of high-energy radiation create deficiencies. All but very small de-
ficiencies are lethal.

Shifts. A part of the chromosome is moved to another location as a result of
breaks followed by fusion of the broken parts in an order different from the
original one.

Inversions. Similar to shifts, inversions differ in that the segments are in-
verted in order without a shift. They are called pericentric when the centromere
is included in the inverted segment and paracentric when the centromere is
not included.

Translocations. A segment of a chromosome is shifted to another chromo-
some in a translocation. If a segment of chromosome A is moved to chro-
mosome B and a segment of chromosome B is moved to A, the translocation is
reciprocal. The segments need not be of the same size.

Chromosomal aberrations, especially translocation, can affect the length
and aspect of the chromosome. Their effects are then observable in mitosis.

Normally, however, the existence of aberrations is deduced from the mei-
otic behavior of hybrids for the aberration. Figure 5.14 shows how the corre-
sponding configurations look at pachytene. Chromosomal rearrangements play
important evolutionary roles. An example is the duplications that gave rise to
the various hemoglobin genes in higher primates.

Duplications can be divided into three groups. First, there are single gene
duplications, in which a particular gene occurs in many copies, apparently in
order to enable the cell to produce a large amount of a given substance at one
time, such as ribosomal RNA. The second group consists of longer sequernces
of DNA on the order of 400 to 2000 nucleotide pairs, each repeated hundreds,
thousands, even millions of times. Apparently these repetitive sequences of
DNA, sometimes also called redundant DN A, are involved in the regulation of
gene activity. Finally, there are occasional duplications that lead to the evolu-
tion of new biochemical functions. The best-known example of the last type of
duplication is the evolution of the globins, proteins that are involved in oxygen
transport: myoglobins in muscle tissue and hemoglobins in blood.

Myoglobin is a relatively simple protein, consisting of a single polypeptide
chain and one single heme group (in this case a protoporphyrin ring with an
iron atom), with a molecular weight of approximately 17,000. All vertebrates,
with the exception of the very primitive jawless fishes, have a very similar
myoglobin molecule. Consequently, all vertebrate myoglobins are thought to
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The various kinds of chromosomal aberrations and their effects on the morphology
of the chromosomes. The size of the segment that is involved determines the magni-
tude of the change. (From O.T. Solbrig, 1970. Principles and Methods of Plant
Biosystematics. New York: Macmillan)

be descendants with modification from a single ancestor gene. The hemoglo-
bins are more complex. They consist of four polypeptide chains, each with a
heme group, with a molecular weight of about 67,000, approximately four
times the size of myoglobin. Hemoglobins are more efficient in unloading their
oxygen than are myoglobins because of the interaction between the four hemes
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Effects of the various chromosomal aberrations on pairing of chromosomes at meiosis
when in a heterozygous condition. (From O.T. Solbrig, 1970. Principles and
Methods of Plant Biosystematics. New York: Macmillan)

in the molecule. Furthermore, the four chains of the hemoglobin molecule are
not the same. In most vertebrates there are two each of two types of polypep-
tide chains, called @ and 8. In humans and in higher primates we find two
types of hemoglobins: hemoglobin Aj, consisting of two alpha and two beta
chains; and hemoglobin A-, consisting of two alpha and two delta chains.
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Finally, in the human embryo there is a third hemoglobin, fetal hemoglobin,
consisting of two alpha and two gamma chains. Studies by a number of re-
searchers, such as Fitch, Goodman, Margoliash, Moore, Pauling, and Zucker-
kand], have established that the alpha, beta, gamma, and delta chains are coded
by different genes. They have also established that although these polypeptide
chains differ in a number of amino acids, the basic sequence is such that they
could have been derived from a common ancestor. This finding led the re-
searchers to propose the following evolutionary scheme for the globins of the
higher vertebrates (Figs. 5.15 and 5.16).

The ancestral gene was the one that coded for myoglobin. Some 500 mil-
lion years ago it was duplicated, and there followed mutations that gave rise to
a primitive beta chain that could aggregate into a primitive hemoglobin chain
made up of four beta chains. The next step, around 380 million years ago, was
a duplication of the primitive beta hemoglobin gene, followed by mutation
that gave rise to a gene coding for the alpha chain. This allowed the formation
of the more efficient A type hemoglobins (@s82). The next step took place some
150 million years ago, when the beta gene was duplicated once more, eventu-
ally giving rise to the gene that codes for the gamma chain. One more dupli-
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Figure 5.15

Evolution of the hemoglobins. Many amino acid sequences are the same in the «
and 8 chains of hemoglobin. There are also amino acid sequences in the early part
of the & chain that correlate strongly with sequences 66 amino acids further on in
the B chain, and vice versa. From this finding it is deduced that a segment 66 amino
acids long was duplicated in an ancestral molecule, and both the « and 8 chains
are derived from that ancestor. (With permission from W.M. Fitch, 1966. Evidence
suggesting a partial, internal duplication in the ancestral gene for heme-containing
globins. J. Mol. Biol. 16:17-27. Copyright by Academic Press Inc. (London) Ltd.)
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Evolution of globin molecules. The numbers represent nucleotide replacements nec-
essary to derive the five present-day nucleotide sequences from common ancestors.
Myoglobin diverged earliest, with 117 substitutions. The different kinds of hemoglo-
bin chains diverged later. An ancestral globin, from which all the present hemo-
globin chains could be derived, is 59 substitutions from the molecule ancestral to
all the globins. (From W.M. Fitch and E. Margoliash, 1970. The usefulness of amino
acid and nucleotide sequences in evolutionary studies. Evol. Biol, 4:67-109)

cation occurred some 35 million years ago in the ancestral lineage of the higher
primates, giving rise to the gene coding for the delta chain. The globins illus-
trate how new genes (and new functions) evolve from ancestral ones. In this
case the ancestral molecule, myoglobin, is still being produced. In other cases
the original molecule probably got lost as a result of a deficiency, although
such an eventuality is difficult to demonstrate.

HAPLOIDY, DIPLOIDY, AND POLYPLOIDY

The first cell of the organism, the zygote, which is the product of the fusion of
two gametes, has two sets of chromosomes. Each is furnished by one of the
parents, and consequently the zygote is diploid. But not all organisms are
diploid. In some cases, particularly among plants, the spores produced at
meiosis form an organism without previous fusion. Such organisms, having
only one set of chromosomes, are haploid. Finally, because of accidents of de-
velopment, a gamete, the zygote, or a cell produced by the zygote may double
its number of chromosomes. The resulting organisms will have more than two
sets of chromosomes and will be called triploid, tetraploid, pentaploid, hexa-
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ploid, and so on, according to the number of sets of chromosomes present; a
general term for them is polyploids.

Polyploidy is rare among most animals, but it is very frequent in plants,
for which it has played an important evolutionary role. A plant with exactly
twice the number of chromosomes of its progenitors is qualitatively like them,
since no new genetic information has been added. But the additional sets of
chromosomes usually have the effect of increasing the size of the cells, and at
the same time of decreasing the total number of cells. In a tetraploid the first
effect normally outweighs the second, and the plants are usually larger (a re-
sult that is of immediate application in horticulture, e.g., strawberries). With
further doubling of the chromosomes, the net effect is often a decrease in the
size of the plants.

Polyploids produced artificially by chemical treatment are often sterile.
Since in tetraploids there are four homologous chromosomes, at meiosis they
tend to pair together, and instead of bivalents, tetravalents are formed. These
do not necessarily separate to the poles two by two, and the result is the for-
mation of gametes that lack some chromosomes and have an excess of others
(Fig. 5.17).

There is nevertheless a special kind of polyploid that is fertile. If two dis-
tantly related species cross, their chromosomes may not form bivalents at
meiosis. Instead, univalents are formed (unpaired chromosomes that do not
undergo regular meiosis), and consequently the hybrid plant will be sterile. If
in such a plant the chromosomes are doubled, fertility is restored, since now

N

(b) (c)

Figure 5.17

Meiosis in tetraploids. Tetraploids have four of each kind of chromosome and tend
to group in fours at meiosis (a). When sister chromatids separate, they may migrate
three to one pole and one to the other (c), instead of the expected two and two (b).
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there will be two of each type of chromosome, and they will pair with each
other at meiotic prophase. Such a hybrid is called an allopolyploid, to dis-
tinguish it from the former type, which is an autopolyploid. An example of an
allopolyploid is the tobacco plant, Nicotiana tabacum. Tobacco is the result of
the doubling of the chromosomes of the natural hybrid between Nicotiana
otophora and N. sylvestris, This cross occurred naturally some hundreds or
maybe thousands of years ago, but it has been successfully repeated under
artificial conditions (Fig. 5.18).

A third type of polyploid is an intermediate between the two just noted.
Some of the chromosomes of the two parents are sufficiently related so that
they will pair, but others are not. This is a segmental allopolyploid (Fig. 5.19).
Its fate depends largely on whether the allo- or the auto-components prevail
(Fig. 5.20). Most natural polyploids are either allopolyploids or segmental
allopolyploids. A few natural autopolyploids are also known.

Polyploidy is a mechanism by which new species can be formed. We will
discuss it again in Chapter 11. Polyploidy also affects the pattern of inheri-
tance.

N. tabacum X
N (2411)

N. sylvestris
(1210

(121D
Figure 5.18

Probable origin of the tobacco plant, Nicotiana tabacum, as a result of hybridization
between N. otophora and N. sylvestris, followed by chromosome doubling. (Data
from T.H. Goodspeed, 1954. The Genus Nicotiana. Waltham, Mass.: Chronica
Botanica)
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Segmental allopolyploid. The cross between two species, A and B, produces a diploid
hybrid with good bivalent pairing, which nevertheless is sterile. The sterility can be
explained as owing to small chromosomal inversions, which do not interfere with
pairing but lead to duplicated and deficient chromosomal segments in the gametes
when crossover takes place. If the number of chromosomes is doubled, however,
pairing takes place preferentially among truly homologous chromosomes (those
contributed by the same species). Pairing is again bivalent pairing, and the gametes
are normal and consequently fertile, (From O.T. Solbrig, 1970. Principles and Meth~-

ods of Plant Biosystematics. New York: Macmillan)
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The various types of polyploidy. Autopolyploidy results from the doubling of the
chromosomes of an organism. Because autopolyploids tend to form associations of
four chromosomes at meiosis, they are expected to be sterile. Allopolypoids result
from the doubling of the chromosomes of an interspecific hybrid between two rela-
tively unrelated species. The diploid hybrid is sterile because the chromosomes of
the two species are nonhomologous and will not pair; however, when the chromo-
somes are doubled, bivalents (sets of two) can again be formed, and the allopoly-
ploid will be fertile. A segmental allopolyploid is halfway between an autopolyploid
and an allopolyploid, in that the chromosomes of the two species are related enough
to form bivalents in the diploid hybrid, but unrelated enough to form bivalents at
the tetraploid level. (From O.T. Solbrig, 1970. Principles and Methods of Plant
Biosystematics. New York: Macmillan)

Many of our crop plants are polyploid, for example, wheat, cotton, to-
bacco, and members of the cabbage family. The origin of their genomes can
be traced by special genetic and cytological techniques. This knowledge en-
ables the plant breeder to transfer to a cultivated species genes from a related
wild species. An example of a superior polyploid is the cultivated strawberry.

The strawberry has been known in Europe probably as long as man has
occupied that area. The European species, Fragaria vesca, is a diploid species
with very small fruits. After the discovery of America, the New World Fra-
garia chiloensis (from Chile) and Fragaria virginiana (from Eastern North
America) were introduced to Europe. These species are octoploid (eight sets of
chromosomes) and have slightly larger fruits. These two species (and possibly
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Polyploidy in Glandularia. Crosses were made between two diploid and one hexa-
ploid (six sets of chromosomes) species of Glandularia. Artificial polyploids were
produced by treating certain plants with colchicine. The pollen fertility, chromo-
somal pairing relationships, and inferred genomes are indicated. Note that fertility
is restored when a segmental allopolyploid hybrid is produced, but reduced when
an autopolyploid is produced. (From O.T. Solbrig, C. Passani, and R. Glass, 1968.
Artificial hybridization between different polyploid levels in Glandularia (Verbena-
ceae), Amer. J. Bot. 55:1235-1239)

others) were hybridized, and varieties with larger fruits were selected, giving
rise to the cultivated form F. x ananassa with fruits that are more than 10 times
larger than those of the original species and that have other desirable horticul-
tural traits as well. For another example, illustrated in Fig. 5.21, see the wild
relatives of Glandularia, the garden verbena.
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MENDELIAN INHERITANCE IN TETRAPLOIDS

Inheritance in tetraploids is complicated by the fact that each locus is repre-
sented four times in a somatic cell nucleus instead of twice. Consequently,
when dealing with a one-locus—two-allele situation, there are five possible
genotypes in a tetraploid (A1A1A1A1, A1A1A1As, A1A1A2A:, A1AzA0A,,
A2A2ALAL), rather than the three we are familiar with in a diploid. The same
applies to dominance relations. Instead of one heterozygote, there are three.
These can be identical to one of the homozygotes when there is absolute
dominance, or there may be a quantitative effect, so that there is a gradient in
phenotypic expression rather than five clear groups.

In describing Mendelian inheritance in tetraploids, we first have to con-
sider the type of gametes that heterozygous genotypes produce. To improve
communication, we will refer to the homozygous dominant genotype A1A1A1A;
as gquadruplex, to the first heterozygote A1A1A1A: as triplex, the second
A1A1A2A as duplex, the third A1A:A2As as simplex, and the homozygote
recessive as nulliplex.

A quadruplex and a nulliplex produce only one kind of gamete. A triplex,
on the other hand, produces two kinds of gametes, A1A; and A1A.. (Remember
that in a tetraploid the gametes are diploid!) The gametes are produced in a
1:1 ratio as Table 5.3 shows. In a duplex there will be three kinds of gametes,
A1Ai, A1As, and A2As in a 1:4:1 ratio (Table 5.4). In a simplex there will be
two kinds of gametes, A1Az and A2Az, in a 1:1 ratio (Table 5.5).

Table 5.3

Gametes produced by a triplex parent.

Parental Genotype

| A1 A1 A1 A2
A X X X X
A1 A1A1 X X X
Ay AA AA, x X
Az A1 A2 A1 Az A1 Ag X
Table 5.4

Gametes produced by a duplex parent.

Parental Genotype

A1 A]_ Az AQ
Ay X X X X
A, AA, X X X
Ag A] Ag AlA,Z X X
Az AlAg A1A~> AzAz X
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Table 5.5
Gametes produced by a simplex parent.

Parental Genotype

Ay A A, As
A; X X X X
A, AA, X X X
A, AA, ALA, X X
Ag A1A2 A2A2 A2A2 X
Table 5.6

Progeny of a AjA;AzA2 X A1A1ALAs cross
(A1A1A2A5:2, AjA1ALA5:0)

Female Gametes

1AA, 4AA, 1A0A,
Male 1A1A1 1A1A1A1A1 4A1A1 AlAg 1A1A1A2A2
Gametes 4A1A2 4A1A1A1A2 16A1 A] A2A2 4A] AQAJAZ
1A:A, 1A;AARA, 4A;A0ALA, 1A2ARALA,

Knowing the gametic ratio, we can easily deduce the genotype ratios of the
progeny. So, for example, if we cross two homozygous tetraploids, A1A1A;A1
and A2A2AsA2 we can obtain a heterozygous duplex, A1A1A2A:. If we now
self-fertilize it or cross it to a sibling, we obtain the F2 given in Table 5.6. The
ratio of the various genotypes obtained is as follows:

AiAAA = T
A1AAA = 8
A1AAA> =18
A1 A2ARA= 8
A2 AzARA= 1

In the corresponding diploid cross, the result would have been 1A:A1, 2A:A.,
1A2A:. We see, then, that the proportion of heterozygotes has increased and
that of the homozygotes has decreased in relation to the corresponding diploid.
If we assume no dominance and intermediate phenotypes for the heterozy-
gotes, and we graph them along an arbitrary phenotypic axis, we will discover
that the proportion of homozygotes in the progeny of the tetraploid has de-
creased dramatically (Fig. 5.22).



Suggested Further Reading / 115

obr Diploid =

Tetraploid N

0.25 l—l
3 4 5

Phenotypic values (arbitrary) 1 2
Diploid: A A, A A, ALA,
Tetraploid: A,AAA, AAAA, AJAAA, AAAA, AAAA,

Frequency

Figure 5.22

Distribution of offspring of diploid and tetraploid from a heterozygous cross.
Imagine a locus A where the phenotypic value of individuals homozygous for Ay

is 1, and that of individuals homozygous for A, is 5. Heterozygous individuals have
intermediate phenotypes, the value depending on the proportion of A; and Ay
alleles. In a cross between two heterozygous diploids (A;Az), three kinds of off-
spring are produced (white bars). In a cross between two A;A1A2A, tetraploids, five
kinds of offspring are produced (black bars), and the proportion of homozygotes

is greatly reduced.

SUMMARY

Chromosomal cytology provides the physical foundation for the operation of
the Mendelian laws of inheritance and the phenomenon of linkage. These laws
are universal in their broad predictions. However, there is considerable diver-
sity among species in details of chromosome characteristics. Even closely re-
lated species may have quite disparate chromosome lengths and may differ in
chromosome number by a factor of two or three (if one species is polyploid).
These differences in chromosome characteristics mean that differences exist in
the pattern of inheritance, as we saw in the case of inheritance in polyploids
as compared with diploids, and in the different degrees of linkage. There are
advantages and disadvantages to each of these variations, and the variations
are subject to natural selection, which is considered in the next chapter.
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Chapter 6
Evolutionary
Forces

Population genetics is the branch of biology that deals with hereditary phe-
nomena in whole groups of organisms. It is not directly concerned with the
mechanism of inheritance but with its effects on the population. Population
geneticists study the influence that mutation, recombination, and selection
exert on heredity, as well as the effect of the size of the population, the type
of mating, the longevity of individuals, and so on. Also considered are the
effects that phenomena such as linkage, multiple alleles, sex-linked genes, and
many other genetic processes have on the genetic composition of the popula-
tion. Since all these phenomena can bring about changes in the population,
the study of population genetics is thus inevitably related to that of organic
evolution.

From the genetic point of view, evolution is the change in the frequency
of genes in a population. The frequency of a gene (specifically an allele) is
brought about by a number of different forces (Fig. 6.1). The principal ones
are:

117
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The forces of evolution. Forces such as mutation, recombination, gene flow, and
segregation distortion increase the variability in a population. Other forces, selection
and genetic drift, reduce the variability. The interaction among these forces can
produce a new generation with different gene frequencies.

1. Mutation. Mutations are changes that affect the order of the nucleotides
or their number in the DNA molecule and thereby ““create” new alleles. Muta-
tions can affect a single nucleotide or entire chromosomes.

2. Gene Flow. The gene frequency in the population can be altered by emi-
gration of individuals from or immigration to the population. This phenom-
enon is called gene flow.

3. Recombination is the process by which the alleles in a population are
mixed or recombined through crosses among individuals. Although recombina-
tion does not necessarily change the gene frequency in the population, it affects
the action of natural selection and consequently has to be considered an im-
portant evolutionary force.
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4. Natural Selection, or differential reproduction and survival of phenotypes,
is a major way by which gene frequency is altered.

5. Genetic Drift. Gene frequency changes occur also as a result of chance
alone. In small populations (less than about 100), genetic drift can play an
important role in shaping evolutionary changes.

In this chapter and the next we review these forces in detail, trying to
assess their relative importance. We start by considering frequency changes at
one locus with two alleles. In later chapters we will consider multilocus
changes.

MUTATION

A mutation is a change in the sequence, the type, or the number of nucleotides
in the DNA molecule in the chromosome. This change can be very small,
affecting only a single nucleotide pair, or it may be very large, affecting an
entire chromosome segment or even a whole chromosome. In the previous
chapter, under chromosomal aberrations, we described mutations that involve
chromosomal segments. In this section we turn our attention to those muta-
tions that affect a single gene locus. This kind of mutation is usually called
point mutation,

Some point mutations are so rare as to be virtually unique. They do not
have any permanent effect on the population, because they have an infinitely
small chance of survival in a large population unless they give a very great
and immediate advantage to their carriers, and that is highly improbable. Other
mutations, called recurrent mutations, occur with a measurable frequency.
The rate varies according to the gene and the organism (Table 6.1), but it is
usually of the order of 10™* to 1078 per gene, per generation (that is, as many
as one mutation at a given locus per 10,000 genes in a generation to as few as
one per 100,000,000 genes in a generation). Recurrent mutations have a very
important effect on gene frequency in the population, an effect that can be
predicted mathematically.

Let us consider a population of organisms where all individuals have only
the allele Ay at a given locus. Allele A; mutates to allele Az at a constant rate,
which we will call u. If the initial frequency of A1 is po, the frequency g1 of
allele A: in the following generation will be

g1 =u X po

If we imagine that there were 1,000,000 gametes containing the A allele, and
that the rate at which they mutated to A» was u = 10~* (1/10,000), the fol-
lowing numerical values can be calculated:

po = 1 (all alleles were A1);
u X po=1 X 10~* = 0.0001;
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and the new frequency of Ai,
p1=po— (1 X po) =1 — 0.0001 = 0.9999.

After one generation, there will be 999,900 gametes with the allele A; and 100
with the allele Ao.

But the new allele A» can mutate back to Ai, a phenomenon called back
mutation. If we indicate by v the rate at which As mutates to A1 and apply the
same reasoning used to calculate the changes accompanying the mutation of
A; to Az, we have

initial frequency of A; and Az: po and go;

u
mutation rates: Air == As;
v

new frequencies: p1 = po — (4 X po) + (v X go),
g1 = g0 — (v X qo) + (u X po).

Considering forward and back mutation, the total change in the frequencies
p and g are

Ap=p1—po=v X go— u X po,
Ag=g1—go=u X po— v X go.

As the frequency of one allele increases, fewer of the other are left to mu-
tate in that direction, and more are available to mutate back to the original
type. Eventually an equilibrium will be reached, at which point no further
frequency changes will take place as a result of mutation. The point of equilib-
rium is found by equating the change of frequencies g and p to zero (when
both rates are at equilibrium, no changes occur). Thus at equilibrium,

Aq—_Ap——_O,
_ p_o0
X >< L —_
pXu=gXxXo, or q_u'
and

p=,9

Adding g to both sides of the equation and solving, we have

1%
+g=2g+
pta=_atq

vg +ug _ (U+M>q

1=
u u

__u
q utov’




Spontaneous mutation rates at specific loci for various organisms.

Table 6.1
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Mutation Rate
per Gamete

Organism Trait (or Cell)
Escherichia coli Streptomycin resistance 4 X 10710
(a bacterium) Phage T1 resistance 3xX10°8
Salmonella typhimurium Threonine resistance 4.1 X106
(a bacterium) Tryptophan independence 5X 1078
Diplococcus pneumoniae Penicillin resistance 1X 107
(a bacterium)
Neurospora crassa Adenine independence 3X 1078
(bread mold) Inositol independence 5% 108
Drosophila melanogaster Yellow body 1.2 X 10~%
(fruit fly) Brown eyes 3X 107"
Ebony body 2 X 1078
Eyeless 6 X 1077
Zea mays (corn) Shrunken seed 1.2 X 108
Colorless aleurone 3X 1079
Sugary endosperm 2.4 X 108
Mus musculus (house mouse) Brown 8.5 X106
Pink eye 8.5X10°°
Piebald 1.7 X 1079
Homo sapiens (man) Epiloia 6 X10¢
Retinoblastoma 1.2-2.3 X 105
Aniridia 5% 1075

Huntington’s Chorea 5X107°

After MW, Strickberger, 1976. Genetics, 2nd ed. New York: Macmillan.

The frequency of allele A; depends exclusively (in the absence of selection)
on the rate at which it mutates to Az and on the rate at which A, mutates back
to Ai. Since these rates are very low (the rate of back mutations is usually
only about one-tenth of the mutation rate), the change that mutation alone
introduces into a population (at Hardy-Weinberg equilibrium) is very low. At
the normal mutation rates (10~* to 10~?) it will take from a minimum of 5000
to a maximum of more than 50,000,000 generations to replace half of the A;
alleles by A- alleles in a population. The effect of mutation is greater, the
shorter the span of each generation. In the human species, 50,000 generations
represents 1,000,000 to 2,000,000 years, but in a bacterium with a very fast
generation time, on the order of half an hour, the same number of generations
can elapse in less than three years. Whenever the rate of mutation is larger
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than that of back mutation, the mutant will become more numerous than the
original gene unless selected against. An additional conclusion can be drawn.
Increases in the rate of mutation will not produce any changes unless they
affect the rate of mutation and back mutation in different ways. Otherwise the
original equilibrium, as given by the formula, will not change.

The presentation above assumes a deterministic situation, with exactly
107* Ay genes mutating to A», and with an offspring that precisely reflects the
resultant frequency changes. But this is not how nature operates. The number
10~ * describes the average rate at which A: mutates to A.. In any given gen-
eration the actual rate may be higher or lower than that value. In this context
a relevant question is: Once a gamete contains the mutant allele, what is the
probability of its giving rise to an adult organism?

The Australian geneticist and statistician Sir Ronald A. Fisher investigated
this problem in 1930. He posed the following question: What is the prob-
ability of survival of a gene in a population if it is selectively neutral? Using a
mathematical treatment known as branching processes (in the deterministic
mode), Fisher showed that the probability of survival of such a gene is close
to zero (Table 6.2). On the other hand, if the gene has a selective advantage
of one percent, its probability of survival is only about two percent. Conse-
quently, for a mutation to become established, it not only has to have some
selective advantage but has to occur frequently!

GENE FLOW

Gene flow is the exchange of genes between populations in the form of occa-
sional matings between individuals belonging to different breeding popula-
tions, incorporation into a population of an animal born elsewhere, or intro-

Table 6.2
Probability of survival and extinction of a neutral mutation.
Probability of Extinction Probability of Survival
Number of No 1% No 1%
Generations Advantage  Advantage Difference  Advantage  Advantage
1 0.3679 0.3642 0.0037 0.6321 0.6358
3 0.6259 0.6197 0.0062 0.3741 0.3803
7 0.7905 0.7825 0.0080 0.2095 0.2175
15 0.8873 0.8783 0.0090 0.1127 0.1217
31 0.9411 0.9313 0.0098 0.0589 0.0687
63 0.9698 0.9591 0.0107 0.0302 0.0409
127 0.9847 0.9729 0.0118 0.0153 0.0271
Limit 1.000 0.9803 0.0197 0.0000 0.0197

From R.A. Fisher, 1958. The Genetical Theory of Natural Selection, 2nd ed. New York:
Dover.
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duction of foreign seed or pollen. In all cases, genes derived by mutation and
maintained by selection in a different environment are introduced into the
population. The immediate effect is similar to the effect of mutation: A new
source of variability is introduced. If the immigrant possesses an allele that is
totally new in the population, the effect is identical to mutation. To calculate
the effect of immigration of individuals, all possessing a new allele C., on a
population initially possessing only the allele Ci, we use the same equations
derived for mutation, replacing u (the mutation rate) by i, the immigration
rate, and v (the rate of back mutation) by e, the rate of emigration of Cs alleles
from the population. If the frequency of Ci is po and that of C: is go, after one
generation of gene flow we will have

changeinCi: Ap=e X go—iX po
and

change in Co: Ag =i X po— e X qo,
and at equilibrium

N
qi'l—e

However, the immigrants may possess the same alleles, C; and Co, as the
population under study, but the frequencies of these alleles in the two popula-
tions may be different. In that case we calculate the new frequencies in the
following way. Let us consider a population that has at a given locus an allele
C: with a frequency go. Each generation, the population begins to receive a
number of immigrants that have Cs at a different frequency, g.. After a gen-
eration of gene flow, the population will have a proportion m of immigrants
and 1 — m of nonimmigrant individuals. The frequency of the gene C: will now
be equal to the sum of the proportion of the nonimmigrants times their fre-
quency gqo of Cs plus the proportion of immigrants times their frequency gm
of Cs.

qi1 = mdgm -+ (1 - m)qo
= m(qm ~ qo) + go.

The change Ag in the frequency of C: brought about by gene flow is the differ-
ence between the initial frequency go and the frequency g: after gene flow has
taken place:

Ag=g1—qo
=m(gm — go) + o — go = m(gm — go).
Thus the change of gene frequency brought about by gene flow depends on

the proportion of immigrants (m), the initial frequency go of Cz, and the fre-
quency of C: in the immigrants.
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Recombination of the genetic material from two different type A influenza viruses.
(The various strains of the virus are labeled, by convention among virologists, ac-
cording to the sequence in which major variations in the two main antigenic com-
ponents of the virion, hemagglutinin and neuraminidase, first make their appearance.
In humans, for example, the variant H and N surface antigens are designated HO,
H1, H2, H3, N1, N2, and so forth. For strains that appeared first in other animals,
such as swine, appropriate identifying names or letters, in this case sw, are added
to the coded label.) Here the two influenza viruses, one from the human (H3N2)
and the other from swine (Hswl1N1), are shown being inoculated into the nose of a
pig. The inoculation results in the simultaneous infection of a single lung cell with
the eight separate RNA segments from each virus. Once inside the cell, the viruses
multiply, and the 16 different RNA segments can be recombined in many ways
during the “packaging” of the new virus particles. In the presence of antibodies to



Gene Flow / 125

An example of mutation and gene flow is provided by the influenza virus
that attacks humans, causing the “flu.”” This virus contains two kinds of pro-
teins that act as antigens that stimulate the human body to produce antibodies
against them, They are hemagglutinin, a protein on the virus coat that forms
projections capable of binding to red blood cells, and neuraminidase, an en-
zyme that dissociates the virus from the red blood cells. After an influenza
virus infection, humans become immune against further attacks by virus con-
taining hemagglutinins and neuraminidases identical to those in the virus that
attacked them. However, they are still susceptible to attack by viruses that
possess different hemagglutinins or neuraminidases. Almost every year there
is an epidemic of influenza somewhere in the world. These local outbreaks are
due to mutations in the virus protein (called antigenic drift), so that they be-
come capable of reinfecting humans, since the antibodies that are specific to
the unmutated protein no longer work. The human body can react quickly,
however, and eventually produces antibodies against the mutated strain. Con-
sequently, the epidemic tends to be local and relatively short-lived.

Occasionally there have been serious worldwide outbreaks of influenza
that have caused a great number of deaths. These so-called influenza pan-
demics are known to have taken place in 18891890, 1918-1919, 1957—-1958,
and 1968-1969. Influenza pandemics seem to be caused by viruses radically
different from the type B influenza virus that normally attacks humans. The
difference is mainly in the hemagglutinins; the neuraminidases may or may
not be the same as in type B virus. These viruses are called type A viruses.
Because the hemagglutinin of type A is so radically different from that of type
B, the human body is not able to produce antibodies against it with the flex-
ibility that it can with type B, and morbidity of type A virus influenza is fairly
high.

There are two hypotheses concerning the origin of the difference between
the hemagglutinins of type A and type B viruses. The first hypothesis is that
it is due to a very large mutation that drastically changes the protein. The
second and more plausible one is that the new hemagglutinin is derived from
a virus of another mammal or from a bird. Influenza viruses are known to
undergo recombination readily (Fig. 6.2), and human influenza type A viruses
have been isolated from other animals. The new hemagglutinins are very dif-

the neuraminidase of the human strain and to the hemagglutinin of the swine strain,
all the resulting viruses will be neutralized except for those possessing the H3N1
combination of surface antigens. The H3N1 influenza virus may contain many dif-
ferent combinations of RNAs that include those coding for the two surface proteins,
but their rearrangements with the remaining six segments can vary, and some of the
recombinants may cause infection in pigs. H3N2 strain was first detected in human
beings in Hong Kong in 1968; Hsw1N1 strain was first isolated from swine in lowa
in 1930. (From M.M. Kaplan and R.G. Webster, 1977. The epidemiology of influ-
enza. Scientific American 237(6):88-106. Copyright © 1977 by Scientific American,
Inc, All rights reserved)
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ferent from other human influenza virus hemagglutinins in antigenic activity
and in the kinds of polypeptides in their proteins, resembling the proteins
normally found in the viruses of horses and ducks. Thus all the evidence seems
to favor the second hypothesis, that of gene flow from viruses of other warm-
blooded animals to the human influenza virus. Fear of a pandemic was the
reason for so much concern with “swine-flu” virus in the winter of 1976-
1977 (Fig. 6.3).

But gene flow has broader implications that are best understood if we
consider the nature of the genes that are introduced. Inasmuch as the immi-
grants represent random samples of their original populations, they will carry
in a high frequency alleles that are favorable there, and very infrequently they
will introduce deleterious alleles, since these are kept at a low frequency by
selection. Now, alleles that increase the fitness of individuals of population A
do not necessarily increase the fitness of individuals of population B, because
of diferent genetic backgrounds and different selection pressures in the two
populations. Nevertheless, alleles introduced through gene flow are usually
eliminated at a low rate because neighboring populations often have only small
environmental differences. Furthermore, a relatively high proportion (com-
pared with alleles arising by mutation) of the alleles acquired through gene
flow have a beneficial effect, and they will tend to become established. Ih cer-
tain cases, they play a very important role, particularly when different species
form hybrids, as we shall see further on.

The net effect of gene flow is that of a cohesive force that may work slightly
counter to selection without affecting fitness to any great extent, but that
hinders populations of the same species from becoming very different. Since
the effect of gene flow is directly related to the number of immigrants, the
farther apart two populations are physically, the less this cohesive force is felt.
If two populations become completely isolated, selection may tend to push
evolution in different directions, but as soon as contact is established, gene
flow will again tend to unify the two populations.

The crucial data needed to assess the role of immigration are the rate at
which gametes are dispersed with distance, the extent to which animals wander
away from their population, and the distance seeds are blown or carried from
where they were produced. There are not enough studies to make an overall
assessment. However, the general rate of gene flow appears to decrease ex-
ponentially with distance, although it varies very much between species. Some
species, such as humans, move around a lot; others, such as some butterflies
(Fig. 6.4), appear to be very sedentary.

RECOMBINATION

The term recombination refers to the mixing in the offspring of the genes and
chromosomes of their parents. Strictly speaking, recombination is not a force
that changes the frequency of genes in the population. However, it is impor-
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Proposed origin of the 1968 Hong Kong strain of human influenza virus. Accord-
ing to this hypothesis, an ancestral influenza virus (possibly avian) gave rise to a
related series of animal viruses, including one virus isolated from horses in Miami
in 1963 and another isolated from ducks in the Ukraine the same year. Five years
later another virus in this family that was related to both the equine and the duck
strains recombined with the then current Asian, or H2N2, strain of the human virus,
giving rise to the Hong Kong, or H3N2, strain. Thus the new human strain acquired
the hemagglutinin (H3) gene from the postulated intermediate animal strain and
retained both the neuraminidase (N2) gene and the genes required to cause disease
in humans from the human Asian strain. (From M.M. Kaplan and R.G. Webster,
1977. The epidemiology of influenza. Scientific American 237(6):88-106. Copyright
© 1977 by Scientific American, Inc. All rights reserved)
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d Figure 6.4
Map of the density of the checkerspot butterfly, Euphydryas editha, in the years
1960-1963. Individuals in the various populations were marked and followed from
year to year. Each dot represents the first capture of one individual. Note that the
H population increased in size, the G population decreased very considerably, and
the C population fluctuated in size. Individuals roamed relatively freely within one
area, but marked individuals were seldom found outside the area where they were
first captured. The populations are separated by not more than 4000 feet, well within
the flight range of the butterflies, yet the populations remained distinct. (From
P.R. Ehrlich, 1965. The population biology of the butterfly Euphydryas editha.
II. The structure of the Jasper Ridge colony. Evolution 19:327-336)

tant for two main reasons. First, the different genes of a plant or animal inter-
act, and certain combinations of genes are better than others. Second, the
number of recombinants is infinitely larger than the possible number of muta-
tions. Although the ultimate source of new genetic variation is mutation, most
new types in a population arise by recombination. This process can produce
more types and more varied types and at a faster rate than can mutation, and
recombination rather than mutation is the immediate source of variability in
a population. Sexuality is the outward manifestation of the modifications that
have taken place in the phenotype to ensure recombination. Recombination
takes place when the nuclei and the chromosomes of a male and a female
gamete fuse to form the nucleus of the zygote, as we saw in Chapter 5.

If a heterozygous organism of the constitution AiA2 BiB: is crossed with
another with the same gene combination, the offspring (in the absence of
linkage between the two loci) will have the following genotypes (according to
Mendel’s second law):

A:A:B;B:; A1A:B1B:2; A1A:B.B:; A1A2B1B1; A1A:B1B;;
A1A:2B:B2; AAsBiBy; A2A2B1B:2; A2A2B2Bs;

altogether nine different types. Each of these types can arise by mutation, but
the chance that all nine types will arise by mutation in one generation is very
small, so small that it is virtually impossible. (With the rate of mutation con-
sidered to be equal to 107, the probability in a population of A1AsB1B: indi-
viduals of obtaining these nine types in one generation by mutation is 10~%
X N, where N is the number of individuals in the population.)

The number of diploid genotypes that can be assembled from any number
of alleles of a gene is given by the formula

g:rgr-l-l)

2

where g is the number of diploid genotypes, and r is the number of alleles at
any one locus.



130 / Evolutionary Forces

If we consider two different loci, which are in different chromosomes so
that they can be freely recombined, the total number of possible diploid geno-
types that can be assembled for two genes considered together is

_ 1) D) [rw— 1)] :
X = = .
ga X B 5 X 5 5

For example, if we consider that at each of the two loci there are two alleles,
r=2,

2(2 + 2
gAXgB:[%Z:' =9,

which, as we saw above, is the number of possible combinations when we re-
combine two organisms heterozygous at two loci, each with two alleles.

If instead of two genes we are concerned with three, the number of recom-
binations is given by the product of ga X g X gc, and so on, so that for =
genes (on different chromosomes) the number of recombinants will be

_r(r+1) « r(r-ﬁ-l)x.”>< r(r +1)
2 2 2

- [M}

2

gAXnggc><"'><gn

The number of possible recombinations depends then on the number of alleles
at a locus (r) and on the number of independent loci (n), and it is quite high
whenever r and n are over 3, as is frequently true. For example, for n = 10 and
r = 3, the value is 6'° = 60,466,176. It is clear that the variability obtained by
recombination is very high, so high that a series of mechanisms has evolved
to control and restrict recombination (see Chapter 8).

An interesting example of the importance of recombination is provided by
the wheat rust fungus, Puccinia graminis. Diploid (dikaryotic, or with two
haploid nuclei per cell) spores of the fungus infect wheat plants (and oats, rye,
barley, and many grasses) in the spring. The infection is externally evident be-
cause of the vertically elongate, reddish-brown or blackish, granular pustules
on the stem and leaves, which give it its common name, “rust.” Two kinds of
spores are produced by the fungus on the wheat plant. One kind, called ure-
dospores, are diploid spores that can reinfect other wheat plants and are pro-
duced throughout the summer. However, toward the end of the summer, the
fungus produces teleutospores instead of uredospores. Each teleutospore un-
dergoes meiosis and produces four haploid spores called basidiospores. Meiosis
and basidiospore production often do not take place until the spring, with the
teleutospores still attached to the old dead wheat plant or with the spores on
the ground. Basidiospores are incapable of infecting wheat, and one can de-
velop into a mycelium (fungus body) only if it falls on a barberry plant. A
basidiospore falling on a barberry leaf or twig develops into a haploid myce-
lium. Eventually two haploid mycelia of different sexes (or mating types, as
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they normally are called in the fungi) will unite to form a diploid mycelium,
still within the barberry plant. This diploid mycelium eventually forms diploid
spores called accidiospores, which infect wheat plants (they are incapable of
infecting barberry), and the entire cycle is repeated (Fig. 6.5).

The alternation of the life cycle of wheat rust in two hosts has interesting
evolutionary and economic consequences. In evolutionary terms, recombina-
tion cannot take place if the barberry host is missing. Furthermore, in regions
with severe winters all uredospores are winter-killed, and the rust cannot sur-
vive without barberry plants. Consequently in such areas—for example, the
wheat fields of the Dakotas and the central Canadian provinces—eradication
of barberry plants delays the infection of wheat in the spring. It does not

WHEAT BARBERRY

Basidiospore

HAPLOID

DIPLOID Nucleus

(dikaryotic) received from
opposite mating
strain

Binucleate
cells
‘/_\Binucleate
Uredospore mycelium
Figure 6.5

Life cycle of wheat rust (Puccinia graminis). Spores (accidiospores) germinate on
wheat to form a binucleate mycelium. The mycelium gives rise to uredospores, which
can infect other wheat plants. Later in the season, teleutospores are produced. The
two nuclei in the teleutospore unite, and the fungus overwinters in that stage. In the
spring, the teleutospores undergo meiosis, and haploid basidiospores are produced.
These can germinate only on a barberry plant. The basidiospore forms a haploid
mycelium, which develops spermogonia and receptive hyphae. Cells from the
spermogonia are carried to the receptive hyphae, and binucleate cells are formed.
Dikaryotic accidiospores, which can germinate only on wheat, are produced.
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totally eliminate it, because uredospores are carried in by winds from regions
with milder climates, where uredospores that have overwintered have already
infected wheat plants and have begun the production of new spores. Most im-
portant, however, the eradication of the barberry plant eliminates sexual re-
combination in the rust. Modern wheat varieties are immune or highly re-
sistant to rust infection. However, rust genotypes capable of breaking the
resistance of the wheat plant are evolving constantly, necessitating the devel-
opment of even more resistant wheat varieties. The genetic variation in the
rust population is the result of mutation and recombination. The elimination
of sexual recombination through eradication of barberry will slow evolution-
ary adjustments in the rust. This example is not very different from the situa-
tion of influenza virus and Homo sapiens. We can cope with the virus that
lives in human populations and relies on mutation to break our defenses; we
have a serious problem with the viruses derived from recombination of those
of humans and other animals, such as monkeys or swine.

RECOMBINATIONAL DISTORTION

In Chapter 4 we mentioned that Mendel’s second law (independent assortment
of genes) is applicable only to genes in different chromosomes. Recombination
of genes on the same chromosome is distorted by the combined effect of link-
age and crossing over, which were discussed in detail in Chapter 5. Another
phenomenon that distorts recombination is meiotic drive.

Meiotic drive

Two American geneticists, L. Sandler and E. Novitski, reported in 1957 that
certain stocks of Drosophila melanogaster that were heterozygous for the re-
cessive eye color genes cinnabar (cn) and brown (bw) located on the right arm
of the second chromosome produced a deficiency of gametes with the cn bw
genes and a corresponding excess of the wild-type chromosome. Consequently,
when these flies were crossed to homozygous recessive flies of the composition
cn bw/cn bw (which have white eyes), instead of the 1 : 1 ratio of red (wild-
type) to white eyes, the result was a 25 wild-type : 1 white ratio. A similar case
in plants is the tomato, both the cultivated Lycopersicon esculentum and its
wild relative and presumed ancestor, L. pimpinellifolium. Charles M. Rick of
the University of California at Davis found a gene in chromosome 4 that he
called “Gamete eliminator’”” (Ge). Three alleles, Ge", Ge, and Ge?, were found
at this locus, but segregation distortion occurs only in Ge‘/Ge? heterozygotes,
which produce a ratio of approximately 5 Ge" : 95 Ge” gametes, rather than
the expected 1 : 1 ratio.

Meiotic drive can be an important force in determining the survival of a
gene or combination of genes. It is not entirely clear, however, whether it is a
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widespread phenomenon or, as it appears to be, an exceptional one. It is in any
event an additional factor contributing to segregation distortion. As in linkage,
if the beneficial chromosomes are produced in excess and detrimental ones in
deficient numbers, the number of zygotes with low fitness is reduced and the
costs of maintaining beneficial gene combinations in the population are de-
creased.

Recombination by itself does not produce any change in genetic informa-
tion but uncovers arrangements of genes on which selection can act by favor-
ing some and eliminating others. Let us now look at the way selection operates
in a population to bring these changes about.

SELECTION

We have already seen that natural selection is the process that determines the
differential contribution of offspring to the next generation. The proportionate
contribution is called fitness or adaptive value. The number of offspring an
organism contributes to the next generation depends on a series of factors.
Some populations of plants and animals go through cycles of expansion and
shrinkage. When the population is expanding, most individuals will probably
produce some surviving descendants; when the population is shrinking, few
will. But at every point some individuals will be producing a proportionately
greater number of surviving offspring than others. To simplify the study of
selection at all stages and over several generations, the geneticist considers fre-
quencies rather than absolute numbers.

Absolute fitness consists in the contribution of offspring to the next gen-
eration; relative fitness consists in the contribution of offspring relative to
some other genotype in the population, usually the one with the highest abso-
lute fitness. We will use the notation m for the absolute fitness of an indi-
vidual, w for the relative fitness. M and W will denote the average absolute
and relative fitness in the population. Small letters will indicate individual fit-
ness, capital letters values for the population. Furthermore, in comparisons of
the effect of selection on different members of a population, selection is always
considered to be acting against rather than in favor of the offspring of a cer-
tain organism.

In sexually reproducing plants and animals, the genic makeup of the off-
spring differs from that of either of its parents. Consequently, it is simpler to
study the effect of selection on genes than on organisms. By convention, the
fitness of the genotype transmitted to the next generation with the highest fre-
quency is fixed at 1, regardless of the actual number of surviving offspring.
Nevertheless, it should be understood clearly that selection operates on indi-
vidual organisms, and only through them on genotypes and genes. Only when
the differences in fitness between individuals are associated with the presence
or absence of a particular allele or group of alleles in the individual’s genotype
does selection operate on that allele and the genotype that contains it. Conse-
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quently, the product of selection that affects evolution is determined by the
way all genes together affect the fitness of an organism.

Most, if not all, new mutations reduce the fitness of the individuals that
carry them in a homozygous condition. Many mutations are lethal when
homozygous; that is, individuals with a double dose of that allele die. Other
mutations are semilethal; most individuals carrying a double dose die, but
some survive. And finally, other mutations are subvital; the fitness of the in-
dividuals homozygous for it is reduced but not drastically. In a heterozygous
condition, on the other hand, lethal, sublethal, and subvital alleles can reduce
the fitness of their carriers, be completely neutral (recessive), or even increase
the fitness of their carriers. In the first case, there is no dominance for fitness
(strictly speaking, dominance is said to be intermediate). In the second, reces-
siveness is complete, since the action of the mutant gene is completely masked.
In the third case, it is an overdominant or heterotic gene (Fig. 6.6). Obviously
the behavior of the allele in both the homozygous and heterozygous condition
determines its selective advantage or disadvantage in the population. Remem-
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Figure 6.6

Dominance for fitness. The heterozygous phenotype may be (A) intermediate be-
tween the phenotype of the two homozygous parents (codominance); (B) similar to
the dominant parental phenotype but not identical to it (incomplete dominance);
(C) indistinguishable from the homozygous parental dominant phenotype (complete
dominance); or (D) outside the variation of the homozygous parental phenotypes
(heterosis or overdominance). The phenotype refers to any characteristic of the
organism—morphological, physiological, or reproductive. (From O.T. Solbrig,

1970. Principles and Methods of Plant Biosystematics. New York: Macmillan)
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ber that when a mutation first appears, it will be in the heterozygous condi-
tion; its early fate will depend on its effect in this condition. Only when it has
become more frequent (as a result of favorable selection) will it become homo-
zygous in some individuals.

Before proceeding to study these cases in detail, we must remember also
that the genes in the chromosomes of an individual interact with one another,
and that the fitness of a particular gene depends to a certain extent on other
genes. For example, certain genes are completely recessive in certain genotypes
but deleterious in other genotypes. Consequently, when we assign a certain fit-
ness to a particular allele, we refer to the average fitness of that allele in the
whole population.

Selection takes place whenever a particular phenotype experiences a higher
rate of mortality than other phenotypes in the population, whenever it pro-
duces fewer offspring, or when the combination of mortality and reproduction
rates results in fewer surviving offspring. It is unimportant from the point of
view of the net effect on selection when and how these phenomena take place,
as long as death occurs before the organism has reproduced. Death after re-
production has been completed has no effect on selection, unless there is paren-
tal care of the offspring after birth, such as in humans and many vertebrates.
A large population of postreproductive adults can also affect selection indi-
rectly by consuming resources needed by the young. The latter, however, is a
special case, found primarily in humans and domestic animals. In nature, in-
dividuals of most, if not all, species die while still sexually active.

The evolution of resistance to pesticides in insects

A very interesting example of natural selection that combines many of the
subjects discussed so far in this book is the resistance to pesticides that has
developed over the last 30 years in more than 200 species of insects harmful
to humans.

During World War II an insecticide, DDT, was developed that had a re-
sidual effect; i.e., once applied, it did not disappear by volatilization or degra-
dation. Soldiers whose clothing was dusted with DDT were kept free of fleas
and lice for a long time. After the war, a large number of compounds with
residual effects were developed and became widely used in agriculture, medi-
cine, and industry. However, as early as 1947 it was reported that houseflies
in Sweden were not being killed by DDT. At first poor quality was suspected,
but when the first report was followed by a series of others, it became apparent
that insects were developing insecticide resistance. To combat this develop-
ment, the pesticide dose was increased, and new kinds of insecticides were
introduced. For example, in 1950 a dose of 0.25 Ib of the insecticide parathion
per 100 gallons of water was originally recommended against the walnut aphid
in California. Seven years later the required dosage had increased to 1.5 1b of
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parathion per 100 gallons of water, a sixfold increase. There was of course a
corresponding increase in the cost of insect control.

But the problem is even worse. Because these insecticides are usually toxic
to all insects, they also kill the insects and the birds that normally eat the pest
that we are trying to control. Consequently, the established ecological balance
is upset. Destruction of beneficial insects and birds means that even more fre-
quent applications of insecticides of greater potency are needed, since an in-
creased number of pest species, including some formerly secondary pests, may
now be involved in attacking the crops. In extreme but not unusual cases, in-
secticides must be applied at weekly intervals to afford protection, and this
raises the cost of insect control tremendously. George Georghiou has reported
that in Central America as many as 30 applications of pesticides during a six-
month growing season are needed to grow cotton. This can render cotton pro-
duction uneconomical and can lead to abandonment of cultivation, especially
in the Third World, as was done with cotton production in the Cafiete Valley
of Peru.

Pesticide resistance has been studied extensively, and not surprisingly it
involves several genetic changes, including biochemical, physiological, and be-
havioral characters. Evolution of pesticide resistance is best known in the com-
mon housefly (Musca domestica). Therefore we will concentrate on describing
the evolution of insecticide resistance in that species.

Action of Pesticides. Unfortunately, the exact biochemical effect of an in-
secticide is not usually known. However, one class of compounds, the organo-
phosphates (malathion, parathion, etc.) are known to kill the insect by binding
with the neuromuscular enzyme acetylcholinesterase (AChE). When this en-
zyme is poisoned by the insecticide, it cannot function in its normal role of

Table 6.3

Bimolecular rate constants (k;) for inhibition of acetylcholinesterase from resistant-
and susceptible-housefly heads measured in the absence of substrate.

107% X ky(m ™! * min™1)

Insecticide Resistant Susceptible

608 Cooper
Omethoate 1.77 = 0.04 19.9 %= 0.32 205+ 0.53
Methyl paraoxon 21.6 *£1.0 g — 90.1 £ 4.9
Paraoxon 139 %65 578 =22 —
Isopropyl paraoxon 9.23 = 0.43 76.3 = 3.5 80.6 *+ 6.0
Malaoxon 47.3 *3.6 867 =*£35 601 =21
Ethyl malaoxon 943 *3.5 932 *12 —
Tetrachlorvinphos 24.7 *0.2 — 172 =26

From A.L. Devonshire, 1975. Biochem. J. 149:463-469.



Selection / 137

breaking down acetylcholine to choline and acetic acid. The result is multiple
muscle contractions when the motor nerve is stimulated. Consequently, the
animal} burns up all its reserves and eventually dies of exhaustion. Biochemical
studies by Devonshire and others have shown that in resistant flies, changes
in the enzyme take place that reduce significantly the rate of inhibition by
organophosphates (Table 6.3). When resistant and susceptible strains of house-
flies were crossed, the acetylcholinesterase of the progeny had the properties
of a mixture of susceptible and resistant enzymes behaving independently,
with activities in the ratio of 2 : 1 (Fig. 6.7). This finding can be explained if
there were equal quantities of the resistant and the susceptible enzyme in the
hybrids and if it is further assumed that the susceptible enzyme was twice as
susceptible to the insecticide as the resistant one. This model was confirmed
when it was determined that resistant flies possess a mutant allele, labeled
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Figure 6.7

Effect of the insecticide malaoxon on the activities of the enzyme acetylcholinester-
ase of susceptible (circles) and resistant flies (squares). The enzyme was extracted
from flies and assayed in vitro in the presence of malaoxon. Although the suscepti-
ble enzyme was inhibited drastically, the activity of the resistant one was affected
much less. (Note: logarithmic scale on the ordinate.) (After A.L. Devonshire, 1975.
Studies of the acetylcholinesterase from houseflies (Musca domestica L.) resistant
and susceptible to organophosphorous insecticides. Biochem. J. 149:463-469)
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AChE-R, of a single gene located in the second chromosome (the housefly has
five chromosomes).

Although the allele AChE-R confers greater resistance to organophosphate
insecticides, it does not make flies totally immune to the poison. Researchers
soon found out that flies possess biochemical machinery that detoxifies the in-
secticide; that is, the fly changes the chemical composition of the insecticide,
rendering it harmless. So far alleles at six different loci in the housefly have
been identified that detoxify different insecticides (Table 6.4). Some of these,
such as Ox-2 and Ses, confer resistance to more than one insecticide. Conse-
quently, when one is applying one kind of insecticide one can unwillingly
select for resistance to another insecticide. It is also possible that there are
more genes that have not been identified yet, since different resistant strains
have only one or a few of the appropriate alleles.

In addition to these biochemical properties, researchers found that the
housefly has a physiological mechanism that confers some resistance to insec-
ticide by reducing its penetration through the integument into the animal. The
significance of this mechanism of resistance lies in the fact that even a small
reduction in the rate of entry of the insecticide per unit of time may permit the
detoxification mechanisms to cope with the insecticide as it enters the metabolic

Table 6.4

Some of the genes that confer pesticide resistance in the housefly, Musca domestica.

Gene Chromosome Action

AChE-R I Produces a modified acetylcholinesterase that is resis-
tant to organophosphates.

Ox-2 11 Detoxifies a variety of insecticides.

Deh I Produces DDT dehydrochlorinase activity.

Ox-2 11 Confers resistance to organophosphates.

py-ex I Confers resistance to pyrethrum.

y I Produces high levels of glutathione-dependent organo-
phosphate metabolism.

Pen 11 Reduces insecticide absorption.

kdr 111 “Knock-down-resistance.” Action unknown.

Did-4 v Provides resistance to Cyclodienes.

Ses v

DDT-md v Confe1j resistance to a variety of insecticides. May be
allelic.

Ox-5 v

py-ses Vv Confers resistance to pyrethrum.
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system of the fly. Two genes have been identified that affect the rate of entry.
Pen, located in chromosome II1, has actually been shown to reduce the rate of
DDT penetration, and kdr (for ’knock down resistance”) also located in chro-
mosome III, confers resistance to pyrethrum and DDT, although its actual
mode of action is unknown.

Another way the insect can avoid being killed by a residual insecticide is
by a behavioral change, such that the animal avoids coming into contact with
the insecticide. Avoidance can be the result of increased irritability to the pesti-
cide, so that the insect moves or hides when it perceives the pesticide. Alterna-
tively, it can come by a process of selection; that is, only those animals survive
that behaved in a certain way before the application of the insecticide. One
such change is known to have taken place in a malaria mosquito, Anopheles
gambiae, in Rhodesia. Before DDT was applied to human dwellings, the mos-
quito was found with equal frequency indoors and outdoors. After eight years
of treating the houses and huts in the area with insecticides, the mosquito had
become almost nonexistent in untreated as well as treated dwellings, and this
condition did not change perceptibly even after insecticide treatments were
discontinued (Table 6.5). Mosquitoes that fly into a dwelling, bite their vic-
tims, and then fly out without ever resting on the walls have been selected.

In summary, in a period of 30 years no less than nine mutations in the
housefly (in different strains and different parts of the world) have occurred
that confer some degree of resistance to their bearers against the new pesti-
cides. Some of these mutations (especially the detoxifying enzymes) confer
more resistance than others, so that when any allele is present alone, it de-
creases but does not eliminate mortality in the fly population. In combination,
however, two or more genes enhance resistance multiplicatively (Fig. 6.8). In a
very short period of time, a large number of insects the world over, through
the combined action of mutation, recombination, selection, and possibly gene

Table 6.5

Numbers of hand-caught, resting Anopheles gambiae recorded in daytime catches
indoors and outdoors in Shamva, Rhodesia.

After 8 Years of
Spraying with

Before Treatment Hexachlorocyclohexane,
1926-1928 1958
A. gambiae @ indoors 269 11*
A. gambiae ? outdoors 205 619

From R.C. Muirhead-Thomson, 1960. Significance of irritability, behavioristic avoidance,
and allied phenomena in malaria eradication. Bull. Wid. Hlth. Org. 22:721-734.
* 96 untreated houses
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Figure 6.8

Resistance to insecticides as a combinations of different mechanisms, such as be-
havioral, anatomical, biochemical, and physioclogical mechanisms. No one mechanism
alone provides total immunity, but together they combine to transform a poten-
tially lethal effect (wide arrow at top) into an insignificant effect (narrow arrow

at bottom).

flow, have acquired the ability to cope with a major change in the environment.
The change threatened to make their environment and food source—agricul-
tural crops——uninhabitable. As we will discuss in more detail in Chapter 15,
at least some of these insects may have been pre-adapted to cope with the new
barrage of chemical poisons, because plants produce naturally a large number
of toxic compounds in their leaves and tissues. The changes in resistance that
we have witnessed and documented in the last 30 years are remarkable, as are
both the basic simplicity of the mechanism and the complexity of the inter-
action. The whole development has also been an important lesson for us. In
trying to destroy harmful insects wholesale, we have probably succeeded only
in destroying some useful insects and birds and in harming ourselves, since
most of the compounds we have developed are poisonous to us. And unfor-
tunately, because of our long generation and small reproductive capacity, we
cannot evolve resistance with the same speed that flies can.

CALCULATION OF FITNESS IN A POPULATION

Survival Rate. The survival rate, A, for each genotype is simply the number
of individuals of that genotype in the population after selection has taken
place, divided by the initial number of individuals of that genotype. For ex-
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ample, given a starting population of 10,000 individuals, where the frequency
p of A;is 0.6, and the frequency g of A. is 0.4, the initial numbers and a pos-
sible mortality due to selection are as shown in Table 6.6.

Table 6.6

Calculation of survival rate of three genotypes in a hypothetical population.

A1A1 A1A2 A2A2 Total
Size of Initial
Population p2 X N 2 pg X N g* XN N
Before 0.6% X 10000 2 X 0.6 X 0.4 0.42 X 10000
Selection X 10000

= 3600 = 4800 = 1600 10000
After
Selection 3300 2880 800 6980
Loss —300 —1920 —800 —3020
Survival Rate 0.9 0.6 0.5 0.7

The survival rate, A, of the three genotypes is as follows:

A . number after selection _ 3300 _
Aq4q° — = =0.9
number before selection 3600
Magay: number after selectlo‘n _ 2880 _ 0.6
number before selection 4800
Nagay: number after selection 800 0.5

number before selection ~ 1600

Although almost 2000 heterozygous individuals died, as contrasted with
only 800 homozygous recessives, the rate of survival of the latter was lower
than that of the former. By dealing with the rate of survival rather than with
the absolute number, we can make meaningful comparisons of the perfor-
mances of different phenotypes and genotypes.

Relative Fitness. The mortality in a population is not constant over time. For
example, among many species of plants, mortality rates will be greater during
a drought than in a year of normal rainfall. In order to assess the performance
of a phenotype and genotype over time, we eliminate the yearly fluctuations
by the common mathematical operation of dividing the survival rate of each
genotype by the survival rate of the genotype with the highest survival rate.
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The resultant quantity is the relative fitness, w, of the genotype. In our ex-
ample,

0.9

WaA, = 09 = 1.00,
0.6

Wa A, = 090 0.66,
0.5

Wa,A, = 090 0.55.

The relative fitness will not be affected by causes of mortality that affect all
genotypes equally; it reflects only differential survival rates of the genotypes.
Note that the genotype with the least mortality will have a fitness of 1. This
does not mean that it is not affected by prereproductive mortality. It means
only that it has the least mortality of all the genotypes.

Selection Coefficient. We can now define still another quantity, the selection
coefficient, s. The selection coefficient is simply 1 minus the relative fitness, so
that

SaA; — I—waa = 1—1.000=0,
SAA, — 1—- Waa, = 1—-0.66 =0.34,
Sa,A, T 1- WA, — 1—0.55 =0.45.

Selection against double recessive

We will first study the changes in the frequency of allele As brought about by
selection when there is complete dominance—that is, when the mutant form
is selected against only when it is in a homozygous state, since when it is in a
heterozygous condition, it has no effect whatsoever on fitness (complete domi-
nance). We know from Chapter 4 (Hardy-Weinberg law) that the frequencies
of the three possible combinations between two alleles are

ALA = p?; A1A2= 2 pg; AvAs —g%;
and
pPt2pgtg =1
The relative fitness of these combinations, by definition, is in this case
Waa =1, Wa A, =1, and Was, =175,
where s represents the coefficient of selection against homozygous recessives.
The gametic contributions therefore will be

for A1Ay, p® X 1; for A1As, 2pg X 1; for A2As, g% X (1 — 5);
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since the gametic contribution is equal to the product of the frequency times
the coefficient of selection. The total contribution will no longer be unity; it
will be 1 — s4® In order to find out the frequency of A: genes in the next gen-
eration, we have to add one-half of the contribution of A1A: plus the contribu-
tion of A:zAs and divide by the new total, so that the frequency of Az in
generation 1 is

_ (1 =s) tpg

q1 1_5q2

The change that has resulted in one generation as the result of selection is

Aq=gq1—q
_q*(1—s)+tpg _
1 — sq*

which on simplification reduces to

_ s (1—9q)
Ag=— - .

The same type of reasoning is applied to calculate the effects of selection when
selection works against a dominant gene, Aj, rather than the recessive Az;
when selection affects As both when homozygous and when heterozygous;
or when there is overdominance and both genes A; and A. are selected against
when homozygous. The resulting formulas are shown in Table 6.7.

From the formulas in Table 6.7 several conclusions can be drawn. First of
all, we see that selection depends on the coefficient of selection, s, and on the
initial frequencies, g, or p and g, when overdominance is present. The relation-
ship is a rather complex one. From the formulas in Table 6.7 and the graphs in
Fig. 6.9 we can see that selection is most effective when the gene is at an inter-
mediate frequency, and it becomes least effective when the mutant is at a very
high or a very low frequency. Furthermore, selection against a recessive mutant
is highly ineffective when that mutant is at a low frequency. This is due to the
fact that in such circumstances it will be found largely or entirely in heterozy-
gous combinations, where it is “shielded” from selection.

SELECTION ON PHENOTYPIC TRAITS

Natural selection acts on phenotypes and only indirectly on genotypes. Changes
in gene frequency obtain only when there is a correlation between genotype
and phenotype. Studies of embryology and development of individual plants
and animals show that different genotypes give rise to different phenotypes,
but that the relation is very complex, being affected by the environment in
many and diverse ways (Chapter 4). Consequently, it is often simpler to observe
the effect of selection directly on the phenotype than to observe it on the under-
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Table 6.7

Change of gene frequency, Ag, after one generation of selection under different
conditions of dominance.*

Conditions of Initial Frequencies Change of
Dominance and and Fitness of Frequency, Ag, of
Selection the Genotypes Allele A,

A1A1 A1A2 A2A2

p? 2pq 7

No dominance —3sq9 (1 —q)
selection against As 1 1—13s 1—s 1—sg
Complete dominance —sq° (1 —9)
selection against AgAs 1 1 1—s 1 — sq?
Complete dominance +s4°% (1 —g)
selection against A, 1—s 1—s 1 1—s(1— g?)
Overdominance tpq (sip—saq) 1
selection against 1—s 1 1— s2 1 — s1p? — s2g°

A1 A]_ and A2A2

From D.S. Falconer, 1960. Introduction to Quantitative Genetics. New York: Ronald Press.

* When s is small, the denominators differ little from 1, and the numerators alone can
be taken to represent Ag accurately enough for most purposes.

1 For derivation of this expression, see Chapter 8.

lying genotype. Furthermore, in artificial selection the breeder is primarily
interested in the phenotypic character, such as milk production by a herd of
cows, number of eggs laid per hen, or yield of grain per hectare.

Selection on phenotypic characters can be divided into three types: stabi-
lizing selection, disruptive selection, and directional or progressive selection.
These three types of selection represent ways by which the population remains
adjusted to an environment that may be (1) constant and stable, (2) becoming
more variable and breaking up into different subenvironments (disruptive se-
lection), or (3) changing constantly in a single direction (directional selection)
(Fig. 6.10).

The consequence of selection is usually thought of as phenotypic change.
This is not necessarily so and, as a matter of fact, is often not so. Actually, a
very common type of selection is stabilizing selection (Fig. 6.10). In stabilizing
selection, phenotypes with characteristics near the mean of the population are
more fit than those at the extreme because of the existence of a stable environ-
ment. As a result of this kind of selection, the mean of the population will not
vary although its variability may do so, depending on the genetic determina-
tion of the character under consideration.
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Figure 6.9

Change of gene frequency, Ag, under selection of intensity s = 0.2, at different
values of initial frequency, q. Upper figure shows a gene with no dominance; lower
figure shows a gene with complete dominance. The graphs marked (—) refer to
selection against the gene whose frequency is g, so that Ag is negative. The graphs
marked (-+) refer to selection in favor of the gene, so that Ag is positive. (From
D.S. Falconer, 1954. Asymmetrical responses in selection experiments. In Symposium
on Genetics of Population Structure, Instituto di Genetics, Universita di Pavia, Italy,
Aug. 20-23, 1953. Un. Int. Sci. Biol. Series B, no. 15:16-41)
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The three main kinds of selection. In stabilizing selection the environment favors
the organisms with values close to the populational mean; consequently, little or no
change is produced in the population. Disruptive selection favors the extremes and
will tend to divide the population in two. Directional selection favors one extreme,
and it will tend to move the mean of the popul tion toward that extreme. Direc-
tional selection accounts for most of the change observed during evolution. The
curves represent the frequency of organisms with a certain range of values between
x and y; the shaded areas, those phenotypes that are being eliminated by selection;
the long arrows, the direction of evolutionary change; d, amount of change. (From
O.T. Solbrig, 1970._Principles and Methods of Plant Biosystematics, New York:

Macmillan)
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Blooming period in many spring blooming plants is under stabilizing se-
lection: Members of species that bloom too early in the season will, on the
average, produce fewer seeds than will those emerging later, because pollinat-
ing insects have not yet emerged; plants blooming late in the season will, on
the average, produce fewer seeds than those that bloomed before, because
water is lacking or there is more competition with other plants.

Another possible kind of selection is one that favors the extremes over the
center because of an environment that is breaking up into two or more types
(Fig. 6.10). However, because the extremes breed with one another, in each
generation a large number of organisms having the intermediate characteristics
will be produced. In an environment favoring the extremes, any mechanisms
that would keep opposite extremes from breeding with one another would be
highly advantageous, leading to the second type of selection, called disruptive
selection. Distuptive selection requires some kind of mechanism ensuring that
like breeds with like—in other words, some kind of isolating mechanism.

The mechanics of selection that favor the extremes—that is, disruptive
selection—are not well understood. However, an interesting experiment was
performed by the British geneticists Thoday and Boam in 1959 with Dro-
sophila melanogaster. Starting with eight females and eight males that were left
to mate at will, Thoday and Boam selected in each generation the four males
and four females with the largest number of sternopleural chaetae and the four
males and four females with the smallest number. The selected animals were
allowed to mate together at will. Because both extremes were equally favored,
selection at the beginning was of the stabilizing type, with extremes favored.
By the time the experiment was terminated, however, no more intermediate
types were present in the population, apparently because the cross between the
flies with high bristle number and the flies with low bristle number produced
sterile offspring. Selection had become disruptive rather than stabilizing.

If situations such as the one experimentally produced by Thoday and Boam
exist in nature, disruptive selection could be a mechanism leading to speciation.

A final kind of selection, directional selection, is the type in which one ex-
treme phenotypic expression of a character is favored, as happens in nature
when the environment is changing constantly in one direction (Fig. 6.10). Di-
rectional selection produces phenotypic and genotypic changes more rapidly
than any other kind of selection. Artificial selection is mostly of this kind.

At the Illinois Agricultural Experimental Station, several selection experi-
ments have been performed with corn, Zea mays, over the last 60 years. In one
of the experiments, plants with ears borne close to the ground were selected
in each generation. In the original population the average height of the ears
above the ground ranged from 43 to 56 inches in different individuals. After
24 generations, all the plants produced ears only eight inches above the ground,
and no more change was produced by selection, presumably because there was
no more genetic variability for the determining character. At the same time, in
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another line derived from the same foundation stock, plants with ears high off
the ground were selected. At the end of 24 generations the plants produced
their ears an average of 10 feet above the ground!

In another set of experiments, plants with seeds with high protein content
were selected in one line and with low protein content in another. The high
line after 76 generations of selection was producing up to 15 percent more pro-
tein than the original strain, and the low line was producing about 9 percent
less. In still another experiment, lines were selected for high and low oil con-
tent. Starting with plants producing about 5 percent of oil, a line that produced
almost 19 percent of oil was selected and one that produced less than 1 percent
(Fig. 6.11).

Directional selection probably accounts for the majority of the phenotypic
changes that occur during evolution. However, any kind of selection produces
genotypic changes by definition. If no phenotypic and/or genotypic changes
occur, or if such changes as occur are truly random, no natural selection exists.

MUTATION AND SELECTION

As we have seen before, when the frequency of the original gene is high (and
that of the mutant low), mutation is most effective, since there are more genes
that can mutate (p X u). This situation coincides with the conditions at which
selection is most ineffective. But as the frequency of the mutant form increases,
selection becomes more effective and mutation less so, until an equilibrium is
reached, when no more changes in gene frequency take place.

Let us consider the situation where the mutant is selected against only in
the homozygous situation. At equilibrium the changes produced in one genera-
tion by mutation should equal those brought about by selection, so that

_sq* (1—q)
_sq° (1 —q)
u(lwq)—vxq—"———“l_sqz .

We can simplify this equation, sacrificing some accuracy but not too much, in
order to get a better understanding of the relationships. First, we can simplify
the equation by disregarding the back mutations (—v X g), which are almost
negligible when the frequency of A2 is low, and we can further disregard the
denominator 1 — sq?, since its value is near unity when the frequency of A, is
low. The simplified equation then becomes

u(l—gq)=sq*(1—q),
u = sg?

u
q= \/ o (approximate).



Mutation and Selection [/ 149

-
©0
™

NN
[e2IEN]
T

High oil

% Oil

Low oil

= NWPk O J® O
T

N R T

L I 1 L ]
0 10 20 30 40 50 60 70 80
Generation

(a)

High protein

% Protein
w

:g i Low protein
—-9 N I T ' P [ 1
0 10 20 30 40 50 60 70 8
Generation
(b)
Figure 6.11

Directional selection in Zea mays over 76 generations. (a) Strains were selected for
high oil content and for low oil content. (b) Strains were selected for high and low
protein content. Because the protein content varies in response to the weather, the
percent protein figures for each year were adjusted by subtracting the mean protein
content of the high and low oil strains for that year. (After J.W. Dudley, 1977.

76 generations of selection for oil and protein percentage in maize, In E. Pollak and
others (eds.), Proceedings of the International Conference on Quantitative Genetics,
Aug. 16-21, 1976. Ames: Jowa State University Press)
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This approximate expression for the gene frequency of the mutant gene Ao
when mutation and selection are at equilibrium indicates that the equilibrium
frequency of the gene A2 will depend on the relative values of the mutation
rate and the coefficient of selection, and theoretically at least, the equilibrium
frequency could have many different values. But given the normally low values
of mutation (on the order of 10™* to 10™®), the frequency of the mutant will
be kept at low values even without too great a selection against it. Therefore
the joint action of selection and mutation should keep deleterious mutants that
have no heterotic effects at a low frequency, a fact confirmed by observations
on natural populations. A further conclusion is that mutation alone is not a
likely cause of evolutionary change, and it is selection that chiefly determines
whether a gene spreads through the population or remains a rarity.

A fine example of the interaction of selection with mutation is the evolu-
tion of myxomatosis in Australian rabbits. European rabbits were introduced
into Australia in 1859. They thrived and became pests. In 1950 the myxoma
virus, which causes myxomatosis, was introduced in an attempt to control the
rabbit population. This acute rabbit disease kills its host a short time after in-
fection. The treatment was very effective: A large proportion, more than 99
percent, of the Australian rabbits died the first year the myxoma virus was
introduced.

The virus is spread by mosquitos. They are plentiful in the summer, and
the disease spreads rapidly. However, there are no adult mosquitos in the win-
ter, so the virus (which has no intermediate host) also dies out in the winter.
Consequently, farmers must reintroduce the virus each spring. But within the
virus population, selection favors mutant strains that are less virulent and
therefore allow the sick rabbit and its parasitic virus to survive over the winter,
since such strains can spread year after year naturally. The original strain
killed its host quickly and was not available to spread in the following sum-
mer (except where it was reintroduced). A less virulent strain, on the other
hand, would be accessible to mosquitos in the summer following its introduc-
tion and therefore could spread naturally. In Australia, within three to four
years, the strains collected from wild rabbits were indeed less virulent than
the original.

At the same time, there was strong selection among the rabbits for re-
sistance to myxomatosis. In populations with continuing exposure to the virus,
genetic resistance increased, presumably as a result of mutation followed by
selection. In one population, over a period of seven years, deaths from a par-
ticular strain dropped from 90 percent to 25 percent.

Thus there is coevolution between the virus and the rabbits. Changes in
either affect the selective forces acting on the other. In highly susceptible rab-
bit populations, selection on the viruses favors less virulent strains. With ex-
posure to myxomatosis, resistant strains of rabbits are favored. As genetic
resistance builds up in a rabbit population, increasingly virulent strains of virus
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are favored. Selection operates independently on both populations to maximize
their fitness. The eventual result will be a large population of rabbits that is
host to a large population of viruses.

COMPLETE ELIMINATION OF RECESSIVES

Many mutations are lethal when homozygous, but they show little or no effect
in a heterozygous condition. The calculation of the change in gene frequency
in such situations is relatively simple and gives us further insights into the
operation of selection.

The initial frequency in the population will again be assumed to be
p® + 2pg + g°> = 1. The relative fitness of these combinations will be:

Waa, =1L Waa, =1 and Wy, =0
Consequently, after selection we will have the following genotype frequencies:
AsAx: pP X w5 = po?,
AsAz: 2pg X Wa,a, = 2P040,
AzAz: " Xw, 4 =0,
Total: po® + 2poego = po(po + qo + go) = po(1 -+ qo),
and the frequency

— poqo —__ 4o
1 PO(I + qO) 1+ qo.

After one generation of breeding, Hardy-Weinberg equilibrium will be
restored (at least on the zygote populations), selection will act again, and by
the same reasoning, we will find that

—qo
_ _ 14+g0 go
q2_1+q1— qo —1+ZIJO'
1+ g0
and so on, so that
— qo . .
qn = 1+ ngo’ (Harmonic series)
and the change Ag is
quql—qo: qo _q(}:qo—q()_%2: —qo2.
1+ g0 1+ g0 1+ g0

Complete elimination of recessives is a very drastic kind of selection.
However, the intensity depends on the frequency of the gene. When the gene
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is at a very high frequency (close to 1), the numerator will have a value close
to 1 and the denominator a value approaching 2. Therefore, close to half the
genes will be eliminated. When the frequency of the deleterious gene is 0.5, the
numerator of the equation will be 0.25 and the denominator 1.5, and only
about one-sixth of the Az genes will be eliminated from the population. As the
frequency of the Ay genes continues to decrease, the numerator will decrease
proportional to the square of 4%, the denominator in proportion to 1 + 4o, so
that Ag will become smaller and smaller. We see then that selection against
recessives is very powerful when they are abundant in the population but very
ineffective when they are at a low frequency.
From the formula for the frequency of A in the nth generation,

q0

n = 1+ nge ’

we can calculate the number of generations needed to produce a given gene
frequency change, as follows:

_ 90
1+ ngo=—,
qo i
ngo=20 — =44
qn qn

_fo—gn _ 1 1
Gudo  qn  Go
From this we see that if we want to reduce the gene frequency of A: from 0.99
to 0.5, we need

11, . _
n=05 099 2 1 =1 generation (approximate),

but if we want to reduce it from 0.5 to 0.25, we need

11, ,
n=325 05 %7 27 2generations,
and from 0.25 to 0.125,
I S S )
" 0.125 0.25 = 4 generations.

Complete elimination is the most drastic type of selection. If selection is
less drastic, the rate of change will be slower, but the general form of the
process will be the same. That is, selection will still be very effective when the
gene is at a high frequency and very ineffective when the gene is at a low
frequency. Furthermore, as recurrent mutation is constantly incorporating the
defective gene into the population, a recessive gene can never be eliminated,
no matter how drastic its harmful effect.
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An example is the genetic disease in humans called phenylketonuria, or
PKU. This disease is due to a recessive allele that interferes with the trans-
formation of the amino acid phenylalanine into tyrosine. People with this
disease excrete abnormal quantities of phenylpyruvic acid in their urine. Nearly
all ‘the individuals who have so far been found to excrete phenylpyruvic acid
continuously in their urine have exhibited some degree of intellectual impair-
ment. It is usually severe, amounting to idiocy or imbecility, so reproduction
is seldom achieved.

About two to 10 children in 100,000 (or 0.2 to 1 in 10,000) exhibit this
syndrome. For the following calculations we will accept the higher frequency
of 1/10,000 = 10~*:

q2 — 10—4,

g=V10~*=10"2=0.0L

That is, on the average about one person in 100 carries the recessive gene for
PKU. If two persons with the recessive gene marry, the expectation is that one-
fourth of their children will have the disease. The incidence of the disease is
equivalent to the mutation rate.

Recently it has been discovered that if the disease can be diagnosed in the
newborn (through analysis of the urine), the harmful effects of the disease can
be prevented by feeding the child a diet that does not contain phenylalanine,
and these people can be normal and can reproduce. Consequently, in each gen-
eration there will be an increase in the frequency of the defective allele, which
will be equivalent to the mutation rate (if all cases are identified). The increase
can be calculated.

qgo — 0.01,
g1 = go + (po X u) = 0.01 + [0.99 X (2 X 10~%)] = 0.01 + 0.000199
= 0.010199,

g2 = g1+ (p1 X u) = 0.010199 + (0.9898 X 2 X 10~*%) = 0.010395,
gz = g2 X (p2 X u) = 0.010395 -+ (0.9896 + 2 X 10~*) = 0.010594.

Thus after three generations, or roughly 100 years, the incidence of the people
with the gene will increase from roughly 100 out of every 10,000 individuals
to about 106, and people with the disease from 10 in 10,000 to 11 in 10,000.
However, once the frequency increases to higher values, such as 10 percent
(0.1) of the population, people with the disease will be much more commonly
found (one out of every 100), creating serious problems since phenylalanine is
present in most foods, and removing it from the diet is difficult and expensive.
Preventing the creation of a population where almost everybody has some
severe genetic disease requiring continuing medical treatment is a major moral
and social problem.
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THE FUNDAMENTAL THEOREM OF
NATURAL SELECTION

The essence of the theory of evolution through natural selection is that geno-
types with a higher fitness (w) leave a proportionally greater number of off-
spring, and that consequently their genes will be present in a higher frequency
in the next generation. It is intuitively clear that for any change to occur there
must be some genetic variation in the population, and that the greater the
variation, the greater the possibilities for change. But is there any precise rela-
tion between genetic variation and the maximum possible rate of selection?

The existence of such a relationship was demonstrated in 1930 by Ronald
Fisher, who called it “The Fundamental Theorem of Natural Selection.” This
theorem says: “The rate of increase in fitness of any population at any time
is equal to its genetic variance in fitness at that time.” The theorem can be
demonstrated for one locus with two or more alleles and random mating.
When it is extended to more than one locus and to situations where mating is
not random, it does not necessarily hold in all situations.

Consider a population where fitness is determined at one locus, and con-
sider further that there are only two alleles, A1 and A, at the locus in question,
with frequencies p and g (g =1 — p), respectively. Let w1 be the fitness of
A1A,, let w12 be the fitness of A1A», and let w:2 be that of AsAs. The frequency
of A; after one generation of selection is

o ’wnrlo2 + wizPofo _ ZU11]U02 + wWi2po0do
P wipo® + 2wispoego + wasgo® 1% !

where
W = wup? + 2wi2pg + weag?,

which is the average fitness of the population.
We now can ask what is the change in W after one generation of selection.

AW = W1 - WO
= (wupi? + 2wiepigq1 + weegi®) — (wipe® + 2wispoqo + wo2g0%)
= wii(p1? — po?) + 2wiz(p1g1 — pogo) + wee(g1® — go?).

We can now simplify this equation by a few algebraic manipulations.

AW = wi1[(p1 + po)(p1 — po)] + 2wiz[p1(1 — p1) — po(1 — po)] +
wa2[(q1 + g0) (91 — go)]
= wul(p1 + po)(pr — po)] + 2wi2[(p1 — p1®) — (po — po*)1 +
w2 {[(1 — p1) + (1 — po)][(T — p1) — @ — po)]}
= wu[(p1 + po)(p1 — po)] + 2wiz[(p1 — po) + (po®* — p1*)] +
w2e[(1 —p1r+ 1= po)(1—p1— 1+ po)]
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= wnl(pr + po)(p1 — po)] + 2wi2[(p1 — po) T (po — p1)(po + p1)] +
w22(2 — p1 — po)(—p1 + po)
= wu[(pr — po)(p1 + po)] + 2we2[(pr — po)(L — po — p1)] +
waz[(p1 — po)(pr + po — 2)].
And factoring out (p1 — ps), we have

AW = (ps — po)[wir(pr + po) + 2w12(1 — po — p1) + we2(ps + po — 2)].

2 4 i
But pr — po = Ap, and p1 = Wi1Po mepoqo.

Replacing in the equation above and with some algebraic manipulations, we
arrive at

AW = (Ap)? (wn — 2wz + wae + ZW)
Podgo

= 2pogo[wiipo + wi2(1 — 2po) — w22q0]?
= 2pogo[wiipe + wi2g0 — Wi2pe — We2ga]>.

If we now define E1 and Ez as

E1 = wiuipo + wiz2qo — W,
Ez = wiapo + w2ag0 — W,

we can write the equation above as
AW = 2pogo(E1 — E)2.

Now, the positive part of E1, wiipo + w1240, represents the fitness of AjAs
genotypes and the half of A1A2 genotypes containing A, and the positive part
of Es, wispo + we2qo, represents the fitness of the half of A1A: genotypes con-
taining A: plus the fitness of the A:As genotypes. Then E; and E» represent the
deviations from the mean population fitness of the two groups. The quantity
E; — Es Fisher called the “average excess” of Ai.

Stated in words, what we have just shown is that the change in fitness
(ATV) is equal to the product of the frequencies of the two alleles multiplied by
the square of the difference between the deviations in mean population fitness
of the two alleles. By definition of a variance, this is the additive variance in
fitness of the two alleles (p. 73). That the value of W will be zero whenever
p = 0 or p = 1 can be easily shown by substituting in the appropriate places of
the equations just presented. In the case of heterozygote superiority, where
w12 > wee and w12 > w11, the proof is more elaborate, but it can be shown by
the use of regression statistics that irrespective of the value of w11, w12, and
wss2, the additive genetic variance will be zero when W = 0.

The significance of Fisher’s theorem is twofold. First, it formally demon-
strates that no selection is possible in a uniform population, and second, the
theorem points out that it is not the fitness value of an allele that determines
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the rate of change but the degree of variation in fitness at that locus in the
population. For example, a population where w11 = 0.9, p = 0.5, and w =1,
and g = 0.5 will change more in the next generation than one where w11 = 0.1,
p = 0.01, and w22 =1, and g = 0.99, because there is more total genetic vari-
ance in fitness in the first population.

RANDOM PHENOMENA

So far we have assumed that the population we are dealing with is a very large
one (theoretically infinitely large) and that mating is strictly random. Neither
of these two situations is ever met in nature. All populations are finite, and
most are medium-sized (10*-10* individuals) or small (fewer than 10> mem-
bers) and go through periods when their numbers are much decreased, particu-
larly in times of hardship (lack of food, extreme temperatures, droughts, and
so on). Furthermore, mating is not random; such simple factors as physical
proximity in plant populations and mate preferences among animals make
random mating impossible.

The effect of a finite population size (Chapter 7) and of nonrandomness of
mating (Chapter 8) is to make each generation to a certain extent a random
sample of the previous one. This means that genes may be eliminated or main-
tained in a population in part by chance. The probability of a gene staying or
being eliminated in a population is determined by its frequency, which is the
result of mutation, selection, and gene flow. But there can occur in populations
from year to year random fluctuations that are not the result of selection.
These will seldom have long-lasting evolutionary effects, but they will keep the
population from reaching its theoretical selective peak. Random phenomena
can be of evolutionary significance only when a certain number of important
gene arrangements are completely eliminated from the population. The proba-
bility that this will occur, even in populations as small as 100 individuals, is
low. It is doubtful that random genetic drift, as this phenomenon is called, has
ever been a major positive evolutionary force. We will take up these points in
the next chapter.

SUMMARY

In this chapter we analyzed briefly the simplest situation in a population, that
of two autosomal alleles. Such a situation probably never obtains in nature.
Organisms usually differ at many loci. Furthermore, seldom does only one
allele affect fitness independently of the other genes of the organism. However,
if we are to understand the more complex situation found in nature, we must
understand the simpler one first. It is therefore justifiable and of value to study
what is a rather abstract situation.

The population geneticist studies gene frequency changes in populations
and the phenomena that cause these frequencies to change. The tools are sta-
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tistics and mathematics, as well as experimentation with artificial and natural
phenomena. In the last two decades, two new tools, computer simulation and
gel electrophoresis have been added to that arsenal. On the basis of theoretical
and experimental studies, the population geneticist sets up models to explain
general evolutionary phenomena. These can be simulated in a digital computer,
which can test the logic and consistency of the model. However, the real test
is experimentation and observation in field and laboratory with actual popula-
tions of plants, animals, and microorganisms. Through measurement of en-
zyme frequencies using gel electrophoresis—a tool derived from knowledge
acquired by the molecular biologist in the last two decades—the population
geneticist estimates allele frequencies in nature. In this manner the actual
changes in gene frequencies that take place in nature can be documented. The
results of some of these studies and the controversies they have produced will
be the topic of Chapter 9.
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Chapter 7/
Inbreeding
o and Random

\ Genetic Drift

In the previous discussions on evolutionary forces (Chapter 6) we have as-
sumed that the population is very large and that breeding is random. But a
population with such characteristics probably does not exist in nature. Instead,
all populations are limited in size, and most important, breeding is usually not
random. In this chapter we investigate the effect that nonrandom breeding and
finite population size have on the genetic structure of the population, briefly
mentioned in Chapter 6.

RANDOM BREEDING

What precisely is meant by random breeding? It means that the probability
that individual 2 in the population will mate with b is the same as the proba-
bility that @ will mate with ¢, with d, with x, and so on. Let us analyze this
statement in practical terms. Let us assume we are dealing with a species that
has well-defined, discrete populations that can be delimited clearly in space
(which is the exception). If we further assume this to be a population of plants,
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for breeding to be perfectly random, the probability that a pollen grain from
plant a will fertilize an ovule of its neighbor plant b must be the same as the
probability that the same pollen grain will reach and fertilize an ovule of plant
s at the other end of the field. However, this is not true. The probability that a
pollen grain from plant a will reach b is greater than the probability that it will
reach s. The same applies to a population of animals. The probability of en-
counters (and consequently matings) with individuals in close physical prox-
imity is greater than with those that are physically removed.

If we plot the probability of mating against distance, we obtain a curve
such as the one depicted in Fig. 7.1. The probability of mating decreases very
steeply with distance, but it does not go to zero. Instead, a small probability
always exists that two very distant individuals will mate. Such a curve is de-
scribed as leptokurtic (it deviates from the normal, bell-shaped curve in favor
of the center, or in other words, the standard deviation is smaller than for the
corresponding normal curve).

Imagine now the probability distribution in three dimensions. It will look
like a cone (Fig. 7.2), and if we picture all the organisms in that population,
the mating probability for all of them in three dimensions looks like a “bed of
nails,” according to Bruce Wallace (see Fig. 7.3).

In addition to the spatial constraint on random breeding, the finite size of
the population and details of the breeding mechanism result in additional de-
viations from random breeding.

So far, in discussing the genetic mechanism, we have assumed that the
gene frequency in the population of gametes could be predicted precisely from
the parent. For example, we assumed that a heterozygote A1A2 would produce

Leptokurtic
curve

Normal
curve

Figure 7.1

Leptokurtic curve and normal curve, The leptokurtic curve has more values close to
the mean than the normal curve. A graph of probability of mating (y-axis) against
distance (x-axis) gives a leptokurtic curve.



Random Breeding / 161

Figure 7.2

Leptokurtic dispersal curve in three dimensions.

two kinds of gametes, A1 and As, in a 1 :1 ratio. We further assumed that
these gametes would unite to give three types of zygotes, A1A:1, A1Az, and
A2As,in a1 :2 :1 ratio. We now review this assumption and show that the
ratios mentioned are probabilities, and that it is very unlikely that these exact
ratios will ever be encountered.

Normally individual organisms produce a large number of gametes. In
pollen grains and sperm, the number can be in the thousands; in some animal
eggs and plant ovules, the number is smaller, but even then it tends to be more

Figure 7.3

Mating probabilities in a population. Each cone represents the probability of mating
of an individual plant or sedentary animal in two-dimensional space. The spacing of
cones reflects the distribution of individuals in the population. The closer two individ-
uals are together, the greater the chance that they will cross.
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than a hundred per individual. If meiosis proceeds normally and there is no
systematic distortion of the segregation ratios (Chapter 5), the allelic composi-
tion of the gametes and the frequencies should be predictable from the genotype
composition of the parents, provided every gamete is viable. However, occa-
sional pollen grains or sperm are malformed. Since it is highly unlikely that
these malformed gametes will occur proportionately among the various kinds
of gametes, the composition of gametes and their frequency will no longer be
exactly like that of the parent. Furthermore, other factors can distort the ratios
in the filial generation. In the production of female egg cells in both the higher
plants and animals, only one out of four products of meiosis results in the
formation of a gamete. In addition, not all individuals in the population pro-
duce exactly the same number of gametes. Of the large number of gametes
produced by the members of the population, only a reduced number become
part of a successful mating that results in offspring. Consequently, the pool of
zygotes produced by the population is a sample of the pool of zygotes the
population could have produced if each meiotic product had resulted in a vi-
able gamete and each gamete had resulted in a cross. As a sample of the theo-
retical population, it obeys all the rules of probability that apply to sampling.
In other words, the process of zygote formation has aspects that are similar to
picking a sample of red and black balls from a bag of many such black and red
balls. The proportion of red balls in the sample will approximate the proportion
in the bag, but the probability that the sample will have exactly the same pro-
portion of red and black as the bag is very low. Probability theory tells us that
the larger the sample (i.e., the larger the population in our case), the smaller
the deviations; the smaller the sample (i.e., the smaller the population), the
greater the deviation.

That a perfect ratio is hardly ever obtained is illustrated in Table 7.1,
which presents the F: segregation ratios obtained by Mendel for seven charac-
ters in the garden pea (Pisum sativum). A 3 : 1 ratio was expected in each case,
and although the observed ratios are remarkably close to expectation, they
never were exactly as predicted. The closest fit was obtained when the popu-
lation was largest.

Finite population size and deviations from random breeding are charac-
teristics of all populations. They act as constraints imposed by nature. These
two characteristics of all populations introduce a stochastic element into evo-
lution. By that we mean that the outcome of the interplay of the basic evolu-
tionary forces, mutation, recombination and selection, cannot be predicted with
absolute certainty; it can be predicted only in a statistical sense. That is, if the
same evolutionary event were to take place repeatedly, we could predict only
the: most probable outcome. It also means, if exactly the same evolutionary
event were to take place repeatedly, that the result would be slightly different
each time. But evolutionary events take place only once. In the majority of
cases they will proceed according to what is most likely to happen, but occa-
sionally the outcome will be a very unlikely event. This is a very important
concept to remember.
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Table 7.1

Segregation ratios observed by Mendel in the Fs of garden pea
crosses.

Character Numbers Observed in Fo Ratio

Round seed 5474 2.96 :1
Wrinkled seed 1850

Yellow cotyledon 6022 3.01:1
Green cotyledon 2001

Grayish-brown seed coat 705 3.15:1
White seed coat 224

Inflated pod 882 295:1
Constricted pod 299

Green pod 428 2.82:1
Yellow pod 152

Axial flower 651 314 :1
Terminal flower 207

Long stems 787 2.84:1
Short stems 277

From G. Mendel, 1965. Experiments in Plant Hybridization. Translation
and reprint from the original German publication of 1866, edited by
J. H. Bennett. Edinburgh and London: Oliver.

CHANCE LOSS OF ALLELES IN A POPULATION

We have emphasized that the Hardy-Weinberg equilibrium, p? + 2 pg + g* =
1, holds only (1) in an infinitely large population, and (2) where breeding is
random. We see now that neither of these assumptions is strictly true. How
does this affect the Hardy-Weinberg equilibrium?

Let us assume that we start with a finite population of x individuals. Let
us further assume that at a locus A half of the individuals in the population
have allele A and the other half A.; that is, the frequency of Ay is p = 0.5, and
that of A, is g = 0.5. Let us still further assume that there is no mutation, seg-
regation distortion, or selection at the A locus. We expect that half the gametes
will be A1 and the other half As. However, for the reasons given above, there
will be some deviation from the exact 1 : 1 ratio. Furthermore, as a result of
some nonrandom breeding and the finite size of the zygote populations, fur-
ther statistical deviations will take place during fertilization. These may be in
opposite directions to those that took place during gamete formation (e.g.,
there may be an excess of A genes in the population of gametes, but a higher
proportion of A; gametes may form zygotes), so that their effects cancel each
other somewhat, or they may be in the same direction and reinforce each other.
In any case, the probability is that in the next generation the frequency of A;
will not be exactly p = 0.5, as predicted by the Hardy-Weinberg theorem, but
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that a new equilibrium will be established. Let us assume that the new fre-
quencies are A; : p = 0.55 and Az : g = 0.45, In the next generation the same
kind of sampling errors will take place, but sampling will be in a population
where there are slightly more A: genes than As. The probability that A; will
again increase slightly or that it will decrease in frequency is exactly 1/2. That
is, the fact that A increased by chance in one generation does not mean that
it will necessarily decrease in the next generation. Conceivably the value may
be p = 0.6 and 4 = 0.4, or it may be p = 0.51 and g = 0.49. Let us assume that
the new value is p = 0.6. Again we expect a deviation from the gene frequency
of the parent population, either toward a lower value of p or toward a higher
value of p, the probability of these two events being equal. Conceivably the
new value could be p = 0.7. If these deviations alternate in increasing and de-
creasing the gene frequency of Ai, the population will be oscillating between
values slightly higher or slightly lower than the original p = 0.5. However, it is
also possible that for a number of consecutive generations most of the changes
will be in the same direction. If that happens, one of the alleles can eventually
be lost (Fig. 7.4). The probability of such an occurrence is a function of popu-
lation size and of time. Given enough time in a finite population, one of a pair
of heterozygous alleles will be lost eventually by chance alone if there is no
selection or mutation. This is an important point.

Population subdivision and the Wahlund formulas

We now proceed to discuss another factor that affects gene frequency in a
stochastic way, the spatial distribution of individuals.

Figure 7.5 depicts a map of the distribution of a species of plants, Clematis
fremontii var. riehlii, in Missouri, This type of distribution, though not uni-
versal, is fairly common. The principal aspect to note is that the density of in-
dividuals is not equal across the area; in some glades plants are close together
whereas in others they are separated. Since plants that are close to each other
have a greater probability of mating than those that are far apart, the popula-
tion of Clematis fremontii depicted in Fig. 7.5 is effectively subdivided into
subpopulations.

Although crosses are possible between all the plants in the glade, most
crosses will take place within a subpopulation, and mostly between neigh-
boring plants. Let us now follow gene frequency changes in such a population.

Let us assume once more that at generation 0, the frequency of A equals
the frequency of As—that is, p = g = 0.5 across the population and that there
is no selection or mutation. Now, in generation 1 there will be deviations from
this initial frequency that are due to chance. However, since the events in each
subpopulation are independent, the deviations observed in each of the sub-
populations will be different: In some A; will be larger than 0.5, in others less.
The probability is that in about one-half it will increase, and in the other half
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Random sampling can cause the frequency of a gene to vary markedly from one popu-
lation to another. In this calculation performed with random numbers, allele A; ap-
pears in 50 percent of the members of two populations. Only 27 generations later,
allele A; has become “fixed” in one population (dashed line), and in the other its fre-
quency fluctuates from 40 to 60 percent. (From L.L. Cavalli-Sforza, 1969. “Genetic
drift” in an Italian population. Scientific American 221(2):30-37. Copyright © 1969
by Scientific American, Inc. All rights reserved)

it will decrease. The same is true for the next generation and every one there-
after. However, because the deviations cancel each other out, the overall gene
frequency will remain about the same, that is, 0.5 in our example. This is so
even after one of the alleles gets lost in each of the subpopulations. In effect,
the probability that A; will become fixed in a subpopulation is equal to its
initial frequency. If the initial frequencies were p = g = 0.5, then approxi-
mately half of the subpopulations should eventually have A; fixed and the
other half As, and consequently the gene frequency of A and A. in the popu-
lation will not have changed (Table 7.2).

However, although the gene frequency has not changed, the genotype
frequency has. In effect, when all subpopulations have either A; or A. fixed
only the two homozygous genotypes will be present. From this we conclude
that the main effects of nonrandom breeding and finite population size is 1) to
subdivide the population into smaller subpopulations, 2) to increase the proba-
bility of gene fixation within a subpopulation, and 3) to increase the frequency
of homozygous genotypes, without necessarily changing the gene frequency
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Distribution of Clematis fremontii var. riehlii. The variety is restricted to glades
within an area of about 400 square miles in east-central Missouri. Within that range,
there is a hierarchy of natural subdivisions: regions of glade concentration; clusters
of glades; colonies of the plant, which correspond approximately with glades; and
aggregates of very few to perhaps a thousand individuals in each glade. (From R.O.
Erickson, 1945. The Clematis fremontii var. riehlii population in the Ozarks. Ann,
Mo. Bot. Gard. 32:413-460)
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Table 7.2

Estimation of actual and expected heterozygosity in a hypothetical subdi-
vided population.

Gene Frequency Genotype Number

Subpopulation N p q p®  2pg 4%
1 450 0.6 0.4 162 216 72

2 50 0.2 0.8 2 16 32

3 100 1 0 100 _ —

4 500 0.3 0.7 45 210 245

5 100 0 1 —_ — 100

6 350 0.7 0.3 172 147 31

1550 0.5 0.5 481 589 480

Expected 387.5 775 387.5

in the overall population. This represents a deviation from the expected
Hardy-Weinberg equilibrium.

Let us now present the same concept in mathematical terms.

Suppose we take k subpopulations each with different gene frequencies p
for allele A and g for allele As, each subpopulation being in Hardy-Weinberg
equilibrium. Let us assume too that all subpopulations have the same numbers
of individuals. The gene and genotype frequencies are given in Table 7.2.

The average gene frequency in the total population will be

f=k

Pi
.. _ i=1
P= 7%k

’

and the variance (p. 73) of the gene frequencies between subpopulations will

be

2 —
2:2?77' — 52 = 2 — 52.

K p

g

that is, the variance is equal to the average of the squared gene frequencies
minus the square of the average gene frequency.

Now, the average frequency of heterozygotes A1A. in the total population
will be
E(ZPMi) . 22p;  22pd

k k k

H=
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(remember that g: = 1 — ps)
—_ 27;2
H 2(‘——5—)22(;3—;72+
_ Spi® _ L
:2[5_192_(5 —-p° ]:Z(p—p2—c2)
=2(pg — 0%,
since pg = p(1 —p) =p — P°,

ll

and therefore

where 02/pq = standardized variance of gene frequencies, also known as
Wahlund’s variance of gene frequencies.

The average frequency of heterozygotes in a population where breeding
is nonrandom but takes place randomly within subpopulations of equal size is
equal to twice the product of the average allele frequencies minus twice the
variance of the gene frequency between subpopulations.

Similarly, the mean frequencies for homozygotes are

Ep@z

for AiA;: D = il AR
for A2A»: R = EZiQ =72+ o2
These are known as Wahlund's formulas.
INBREEDING

So far we have assumed that each individual in the population finds a mate
without bias. We have seen that perfect random mating is not possible because
of finite population size and neighborhood structure. We now relax the ran-
dom mating assumption even further by acknowledging that preferential
mating between relatives is common in many species.

Breeding with oneself is possible only in hermaphroditic organisms, such
as plants and earthworms. However, few hermaphroditic species self-fertilize.
Breeding with close relatives, on the other hand, is much more common. Close
proximity, ecological preference, morphological resemblance, and biases of
many sorts, increase the likelihood of breeding between relatives. Even among
humans, family, tribe, geography, national origin, culture, social considera-
tions, and economic factors, bring about stratification in the population. Mar-
riages within each of these strata are much more common than between strata,
increasing the likelihood of marriages between relatives. Whenever mates are
on the average more closely related than they would be if they had been
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chosen at random from the. population, we say that inbreeding takes place.
Inbreeding also affects the genotypic composition of the population. This can
be seen when an extreme example, selfing (self-fertilizing) in a hermaphroditic
organism, is considered. Species that are exclusively selfing are probably non-
existent. However, there are a number of plant species that habitually self-
pollinate, such as cultivated wheat (Triticum aestivum), where about 99 per-
cent of all seeds are the result of selfing, tobacco (Nicotiana tabacum), cotton
(Gossypium barbadense), and many of the common garden weeds, such as
crabgrass (Digitaria sanguinalis), shepherd’s purse (Capsella bursa-pastoris),
and chickweed (Stellaria media).

Let us start with a population that is in Hardy-Weinberg equilibrium,
where the frequency p of A, is equal to the frequency g of A., and both are
equal to 0.5, so that p? = 0.25; 2pg = 0.50; and g? = 0.25. All breeding is
strictly by selfing from this point on. Consequently, all homozygotes will
breed true, whereas the heterozygous individuals will segregate 1/2 homozy-
gotes and 1/2 heterozygotes in each generation. As Table 7.3 shows, the pro-
portion of heterozygotes is halved in each generation. Eventually the popula-
tion will be formed exclusively of homozygous individuals.

The same result is obtained if the initial population has different gene
frequencies; let us say the frequency of A: is p = 0.3 and that of Az is g = 0.7.
The proportion of heterozygotes is halved in each generation, adding equal
numbers of homozygotes to the population, until the population consists of a
frequency p of A1As homozygotes and a frequency g of A:A- of homozygotes.
In general, the expected frequency of heterozygotes in a population that is
mating exclusively by selfing at any generation # is

2pg X (1/2)",

where 2pg was the initial frequency of heterozygotes at generation 0, and # is
the number of consecutive generations of selfing,

Table 7.3

Proportion of homozygous and heterozygous ge-
notypes in a self-fertilizing population.

Genotypes

Generation A1A1 A1A2 A2A2
0 — 1 —

1 1 2 1

2 3 2 3

3 7 2 7

4 15 2 15

5 31 2 31

10 1023 2 1023

n 2" —1 2 2" —1
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If only some individuals in the population self, and others breed ran-
domly, the proportion of homozygotes will be higher and that of heterozygotes
lower than predicted by the Hardy-Weinberg equilibrium, but the relationship
will no longer be simple. At this point we must introduce a new concept, the
inbreeding coefficient F.

Inbreeding coefficient

This very useful and much used statistic was first introduced in 1923 by the
great American pioneer of population genetics, Professor Sewall Wright, who
called it the “fixation” index.

Before defining F, we have to define what is meant by the terms “identical
by descent” and “alike in state.” We say that a homozygous individual has
two genes that are identical by descent when the genes in question can be
traced to one common ancestor. We also refer to that type of homozygote as
autozygous. However, if the two alleles in a homozygous individual are iden-
tical because they are the result of two independent mutations, we say that
those genes are alike in state and that the individual is allozygous. This may
seem a very subtle distinction, and indeed it is, but it is necessary because, as
we shall see, inbreeding increases the frequency of autozygous individuals.
The coefficient of inbreeding, F, measures identity by descent through the de-
gree of relationships of mating pairs. We now will define the coefficient of
inbreeding as “the probability that an individual receives at a given locus two
genes that are identical by descent.”

Let us assume for a moment that we are dealing with an idealized popula-
tion of self-compatible plants, where mating takes place strictly at random. We
further assume that in the base population each of Ny individuals has two
alleles for the locus under study, which are different from each other and from
every other allele in the population. Being heterozygous, each individual will
produce two kinds of gametes (one kind with one allele, the other kind with
the other allele). Since no two alleles are alike, the total number of kinds of
gametes that will be produced in the population is 2No. When these gametes
unite (strictly at random, as we stated) to form zygotes of the next generation,
there is a probability of 1/2Ny that two identical gametes will unite to form a
homozygote. Since we started at generation 0 with a population where all
gametes were different, the probability that in the first filial generation an in-
dividual will have its two alleles identical by descent is the same as the proba-
bility of having two identical alleles as defined above, namely, 1/2N,. This is
the value of the inbreeding coefficient, F, for the first generation.

In the next generation there will be N1 individuals. Some of them will be
homozygous and some heterozygous. Let us assume, however, that all the
alleles are different, as was true in the previous generation. There would then
be a probability 1/2N that two identical gametes would unite to form a homo-
zygote. Although these are not the only homozygotes in the second generation,
they are the only ones homozygous in this generation by virtue of the union
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of two gametes identical by descent of an allele in generation 1. But not all
alleles are different; some are identical, having descended from a common
“ancestor” in generation 0. Consequently, homozygotes will be produced other
than those identical by descent from an allele in generation 1, for example,
those produced by the union of two gametes from a homozygous individual,
or the homozygous individuals that are produced by the union of two gametes
from different individuals in F; but descending from the same ancestor in gen-
eration 0. What is the probability of this second type of autozygote being pro-
duced? If 1/2N; is the proportion of zygotes that are autozygous by virtue of
the union of two gametes identical by descent of an allele in generation 1,
there obviously remains (1 — 1/2N;) zygotes where this did not occur. The
probability that among the remainder a homozygote will be produced by ran-
dom mating of two identical gametes descended from an ancestor allele in
generation 0 has already been calculated as the F for the first generation
(= 1/2Ny), which is the probability that any two alleles in a zygote are copies
of a single allele from generation 0. Consequently, we have

1
Fi 1 : = —
irst generation Faqy 2No

, 1 1
Second generation: F2) = EI\_h + (1 — m) Fa

. . 1 1
Third generation: F3) = EI\TZ + (1 — m) F)

1 1
nth generation: Fay = N, + (1 — ‘Z—I\‘E) Famo1

Thus we see that the inbreeding coefficient is made of two parts: a part
1/2N (n—1) derived from new inbreeding and a part which can be attributed to
previous inbreeding and which has the inbreeding coefficient of the previous

generation.
An important corollary is that if the population suddenly increased in size

so that the new inbreeding was negligible because 1/2N (x—1, became a very
small number, the previous inbreeding would not be eliminated but would re-
main where it was before the increase in population size.

The value 1/2N (n—1) applies of course only to the idealized population.
We can remove that constraint if we call 1/2N (n—1), “Delta F,” that is, AF, the
change in the inbreeding coefficient. Then

F,=AF + (1 — AF) Fous,
= AF — (AF) Fu—1) + Fa—1),
Fo— Fu—1)y = AF(1 — Fn—1y),
Fn—Fa_1

AF: 7
1—Fin-1y
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where AF is the rate of inbreeding and is equal to the part of the population that
inbred in the last generation divided by the part that did not. When the in-
breeding coefficient is expressed in terms of AF, the equation for F, is valid for
any breeding system and is not restricted to the original population.

Let us now return to the original population and assume that all individu-
als self. Let us again assume that in the base population each individual has
two alleles for the locus under study, which are different from each other and
from every other allele in the population. Half of the offspring of each hetero-
zygote are homozygotes identical by descent in each generation. Consequently,
AF = ¥, for each generation. Consequently, we have

First generation: Fa), =%
Second generation: F») = %2 + (1 — %2) F1y = %
Third generation: Fi) =% + (1 — Y2) F) = 7

nth generation: Fmy=% + (1 — %) Fuoy

To calculate the number of heterozygotes (H) in the nth generation, we
proceed as follows:

First generation: Hi = Y2Ho= Ho — %2Ho
Second generation: H: = H; — %2H;

and substituting,

H:=Ho— % Hy— % (Ho - 1/2H0)
=Ho— 3% Ho= Ho(1 — %)

or, in other words, the number of heterozygotes equals the number of original
heterozygotes multiplied by 1 minus the fraction of heterozygotes that has
been made homozygous by recurrent selfing, which is F. Consequently,”

nth generation: H, = Ho(1 — Fu)

This relationship between the number of heterozygotes and the inbreeding
coefficient I is always true whatever the I values may be.

Equilibrium with Selfing and Random Mating Combined. Under continuous
selfing the proportion of heterozygous genotypes is halved in each generation.
However, if selfing is interrupted by one generation of perfect random breed-
ing, the initial Hardy-Weinberg equilibrium of genotypes (p* + 2pg + g?) is
restored (Chapter 4). In nature neither continuous selfing nor perfect random
breeding takes place, but populations show mixtures of some selfing (or
inbreeding with close relatives) by some individuals and more or less random
breeding by others. Such populations can be considered to consist of a fraction
(s) of selfed individuals and a fraction (1 — s) of randomly mating individuals.
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Genotype frequencies and F values for six genic loci in a population of
Avena barbata from CSA locality (Napa County, California). (Geno-

types 11 and 22 are the homozygotes; 12 is the heterozygote.)

Gene Genotype Frequencies Sample Size E

E, 11 0
12 0 54 1.00
22 1

E. 11 0.30
12 0.11 54 0.76
22 0.59

E; 11 0
12 0 54 1.00
22 1

Eio 11 0.46
12 0.13 85 0.70
22 0.41

Ps 11 0.40
12 0.15 86 0.70
22 0.45

APX; 11 0.48
12 0.11 86 0.78
22 0.41

From D.R. Marshall and R.W. Allard, 1970. Maintenance of isozyme poly-
morphisms in natural populations of Avena barbata. Genetics 66:393-399.

The value of T in a population at equilibrium with selfing and random mating

combined is

F_

Two geneticists, D.R. Marshall and R.W. Allard, determined that the
average degree of outcrossing in a California population of wild oats, Avena
barbata, was only 0.014; that is, 98.6 percent of the plants in the population

produced seeds by selfing. The inbreeding coefficient is

S

2—s 1.014

= 0.972.

* See E.B. Spiess, Genes in Populations, p. 246, for a derivation of this formula.
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They then determined the genotype frequencies for six loci in the same
population (Table 7.4). From these values an independent estimate of F can be
obtained as follows:

H,=Ho,(1—F), (p. 172)
and therefore
_ Ha
1—F= Ho’
and
—_ Ha
F= Ho’

where Ho is obtained from the expected number of heterozygotes under ran-
dom breeding (2p4).

For the four heterozygous loci the I values calculated from the number of
heterozygotes in the population was consistently lower (Table 7.3) than was
estimated. from the degree of outcrossing. Consequently, either there must be a
greater degree of outcrossing or there is selection in favor of the heterozygous
genotypes. Marshall and Allard favored the second hypothesis. We will return
to it in Chapter 9.

Inbreeding in human populations

Each of us has two parents, four grandparents, eight great grandparents, and
so on, so that for n generations back, each of us has 2" ancestors. This means
that each of us had more than 700,000 ancestors 20 generations back. If we
calculate four generations per century, 20 generations span five centuries. If
all the inhabitants of the United States that are not immediately related (let us
assume one out of every 20) had an entirely independent set of ancestors, three
trillion ancestors in the fifteenth century would have been required. This is
several orders of magnitude greater than the population of the world today.
Humans must be more interrelated than most are aware of.

In human populations it is customary to measure the average identity by
descent, now called consanguinity, in a population as the average inbreeding
coefficient of its individuals. This quantity, called ¢, is defined as

o= Epzl:“

where p; = frequency of individuals in the population with inbreeding coeffi-
cients of Li.

We can see from the estimates of Table 7.5 that a varies by more than
two orders of magnitude. Large social or religious groups with strict rules
against marriages between close relatives, such as Catholics, have low values
of alpha, whereas small groups (such as Samaritans) or groups that habitually



Effective Population Number / 175

Table 7.5

Some estimates of inbreeding, «.

U.S., Roman Catholics 0.00009
Argentina, Roman Catholics 0.00058
U.S., Mormons 0.00038
Japan 0.0046
Guinea 0.026
India, Andra-Pradesh 0.032
Israel and Jordan, Samaritans 0.0434
Third-cousin marriage 0.0019
Second-cousin marriage 0.0078
First-cousin marriage 0.0625
Uncle/niece marriage 0.125

Adapted from L.L. Cavalli-Sforza and W.F.
Bodmer, 1971. The Genetics of Human Popula-
tions. San Francisco: Freeman.

allow first-cousin marriages (such as some East Indian societies) have much
higher values of c.

Inbreeding can have several consequences: (1) It leads to an increase in
homozygosity. (2) Recessive genotypes become expressed. (3) Since many re-
cessives are deleterious, inbreeding usually leads to a decrease in size, fertility,
vigor, yield, and fitness. (However, the degree of this effect is in proportion to
the number of deleterious homozygous genes in the population. In species
that normally inbreed, such as wheat and many of our crops, the number of
deleterious genes in the population is very low.) (4) There is an increase of
phenotypic variability, since similar genes tend to be concentrated in the same
individual, which is likely to differ from other individuals.

EFFECTIVE POPULATION NUMBER

So far in this chapter we have assumed a finite and constant population of N
individuals produced each generation from the union of male and female ga-
metes randomly sampled from the previous generation. We showed how het-
erozygosity tends to decrease and homozygosity to increase in such a popula-
tion.

Real populations seldom keep their size fixed from year to year, since
circumstances dictate that some years favor growth and reproduction and
others do not. In populations of stable habitats, the yearly fluctuations will be
less drastic than those experienced by species that exploit temporary habi-
tats, such as weeds or species of temporary ponds. Furthermore, the population
is made up of a mixture of breeders and nonbreeders, and among the breeders,
reproductive success varies with age and size, as well as with other factors.
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We saw (p. 171) that in an idealized population of self-compatible plants,
where mating takes place strictly at random, there is a probability of 1/2Ny
that two identical gametes will unite to form a homozygote, and in general in
generation n there is a 1/2N (»—1) probability of such an event.

If instead of dealing with a population of hermaphroditic, self-compatible
plants, we are dealing with a population of animals consisting of N:» males and
Ny females, the formulas have to be revised slightly, but the reasoning will still
be the same. Since each zygote is the result of the union of one male and one
female gamete, the probability that two genes in different individuals in gen-
eration n are both derived from males in generation n — 1 is 1/4 (1/2 X 1/2),
and the probability that they came from the same male is 1/4N.. Likewise,
the probability of their coming from the same female is 1/4Nj.

Whenever the number of males is equal to the number of females in the
population (N, = Njy),

1 + 1 — 1 + i _ 2 _ 1
4N,, 4N; 4Nu 4N, 4Na 2N
However, when N, % Ny,

L
N

1111
4N,,  4N; No N’
where N. is the effective population number, which is equal to the size of an
ideally behaving population that has the same increase in homozygosity as the
observed population number.

Any deviation from the ideal population (where N = N;) will make the
effective population number less than the actual population number. We have
already mentioned two factors that lower the effective population number:
inequality of the numbers of males and females, and population size fluctua-
tions from generation to generation. Other factors are uneven contribution of
gametes by different individuals in the population, nonrandom breeding, and
subdivision of the population into subpopulations. Since all these factors are
present in real populations, it follows that the effective population size is al-
ways less than the actual number of individuals. There are very few precise
studies of the effective population size, but in studies of Drosophila it varied
from 0.48 to 0.71 X N; in humans it was about 0.69 to 0.95 X N; and in the
snail Lymnaea it was 0.75 X N. In plants the values appear to be still lower.
The effective population size is a measure of the degree to which an actual
population deviates from the ideal population. The smaller the ratio of N./N,
the greater the tendency of the population to inbreed and increase its level of
homozygosity.

RANDOM GENETIC DRIFT

The gene pool of each succeeding generation in a population represents a
sample of the parental generation that gave rise to it. Consequently, it is sub-
ject to sampling error variations. These fluctuations are greater, the smaller the
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sample size, i.e., the smaller the effective population number. All populations
are at least occasionally faced with times of hardship when their numbers are
drastically decreased. Consequently, changes in gene frequency occur in popu-
lations that are not the direct result of natural selection. This process is known
as random genetic drift.

The importance of random genetic drift as an evolutionary force has been
the object of much discussion. When a population is being subjected to selec-
tion, any random change in the same direction as selection will have the result
of reinforcing or speeding up selection. Conversely, any random change in the
opposite direction of selection retards selection. In this sense, random genetic
drift is equivalent to “‘static noise”” in the system. However, occasionally these
perturbations can lead to the loss of the fittest allele and the fixation of the less
fit. When that occurs, a nonreversible change has taken place (unless the lost
allele is restored by mutation). The probability of such changes occurring is
indirectly related to the intensity of selection (the stronger the selection, the
less likely the nonreversible change) and to the size of the population (the
larger the population, the less likely the change).

If the changes brought about by random drift appreciably lower the fitness
of the population, the population probably will become extinct. Therefore not
all the changes brought about by random drift will survive. However, it is
possible that occasionally a number of genetic changes can take place that alter
the genetic structure at many loci, producing an organism that is fairly distinct
genetically and also of high fitness. Such a process Ernst Mayr called a “ge-
netic revolution.” A genetic revolution is a highly improbable event, and we
have only indirect and limited evidence for its occurrence. According to some
biologists, every new species originates as a result of a genetic revolution.
However, this contention, which is questioned by many geneticists, still has to
be demonstrated. When a new population is established as a result of the im-
migration of a very few individuals, many genes from the mother population
are lost. This process, known as the founder principle, may also play an im-
portant evolutionary role.

The Italian-American geneticist Luigi Cavalli-Sforza studied the distribu-
tion of blood groups in the populations of the cities and villages in the Parma
valley in Italy (Fig. 7.6), mainly to test the effects of population size on drift.
The geology of the valley of the Parma River determines that in the upper
steep reaches of the valley, villages are small (200-300 people), but further
downstream the villages become increasingly larger, with the city of Parma the
largest (175,000). There has been no major immigration into the Parma valley
since the seventh century B.c., and consequently demographic and genetic
equilibrium has presumably been reached. However, within the region, the
mountain villages are more stable and have fewer migratory exchanges than
the villages of the lower valley. Cavalli-Sforza studied the frequency of the
blood types as a function of population density. As Fig. 7.7 shows, the degree
of genetic variation between populations decreases as the population density
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Figure 7.6

Map of villages of the Upper Parma valley (northern Italy) showing main connecting
roads and village sizes in 1950. (Adapted from The Genetics of Human Populations
by L.L. Cavalli-Sforza and W.F. Bodmer. W.H. Freeman and Company. Copyright ©
1971)

increases, but it is significant only in the small hamlets. Inbreeding is also a
factor in the mountain villages {(Table 7.6), but much less so in the city of
Parma (F = 0.002).

In summary, not all changes in a population are the direct result of natural
selection. Some beneficial changes may occur by chance alone. The smaller the
population, the greater the effects of random sampling and the more likely
that changes are the result of chance. Although these random effects may at
times be important events in the evolution of a lineage, this is not often so.
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Figure 7.7

Variation in the frequency of a blood type between one village and another was great-
est in the isolated upland hamlets and declined as population density increased farther
down the valley in the hill towns, on the plain, and in the city of Parma. The measure
of genetic variation used is the F value. (From L.L. Cavalli-Sforza, 1969. “Genetic
drift” in an Italian population. Scientific American 221(2):30-37. Copyright © 1969
by Scientific American, Inc. All rights reserved)

Table 7.6
F values for three blood group loci
among 37 parishes in the upper Parma
valley (66 villages with 15,000 persons).

[

Blood Group q

Alleles b=z
pq

M-N 0.048

A; 0.052

A, —

B 0.034

O 0.061

T 0.038

R, 0.033

R 0.017

rh remainder 0.037

Average 0.0356 % 0.006

From L.L. Cavalli-Sforza, I. Barrai, and
AW.F. Edwards, 1964. Analysis of hu-
man evolution under random genetic drift.
Cold Spring Harbor Symposia on Quanti-
tative Biology 29:9-20.
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On the other hand, some change in gene frequency due to random effects is
a recurrent aspect of the evolutionary process.

The tendency to inbreed and increase the level of homozygosity can be
countered by mutation, recombination, and selection, but not without some
genetic consequences, In the next chapter we explore these consequences.
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\ Chapter o)
Recombimation

In the previous chapter we saw that nonrandom breeding and finite population
size can profoundly affect the genetic structure of a population, primarily by
decreasing the proportion of heterozygous genotypes and by causing a loss of
alleles. Consequently, if these forces were to act unopposed by other factors
in a relatively uniform environment, sooner or later populations would become
totally homozygous at all loci. However, there are forces that oppose the loss
of alleles (Chapter 6). The primary force is mutation, but recombination and
certain types of selection are also very important. Also, environments are sel-
dom entirely uniform. We will now discuss recombination in greater detail
than in Chapter 6.

FACTORS AFFECTING RECOMBINATION

Table 8.1 shows the major factors that regulate the amount of recombination.
We have already discussed the role of chromosome number and of crossing
over in affecting recombination (Chapter 5) and the effect of gene flow (Chap-
ter 6).

183
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Table 8.1

Factors that regulate recombination.

. Chromosome number

. Frequency of crossing over

Gene flow

Length of generation

Population size

Breeding system

Incompatibility system

8. Crossability barriers and external isolating mechanisms

Nomoewh R

Adapted from V. Grant, Cold Spring Harbor Symposia on
Quantitative Biology, 23:329, 1958.

Length of Generation. The effect of the length of generation can be simply
stated. If the number of recombinations is given by the formula (p. 130)

r(r+1) |”
2 ’

the number of recombinants in a unit of time (that is, per year) is obtained by

multiplying the number of recombinations by the number of generations (N)

in a year:

T

Other factors being equal, an animal with two generations a year will produce
twice as many recombinants in a year as an animal with only one generation
a year.

The length of generation has another important effect. Not all the off-
spring will survive to adulthood. In most natural situations, on the average the
number of offspring that survive is roughly equivalent to the number of adults
that die. If the species is long-lived, the rate of turnover is slow. But long-lived
organisms produce more offspring over a lifetime than do short-lived ones of
equal fertility. It follows, then, that a much smaller proportion of the offspring
survives to adulthood each year in a long-lived organism than in a short-lived
one. For an extreme example, consider the sequoias. If we assume that there
are as many sequoias as possible in the area now occupied by them, the rate of
replacement is about one offspring per adult sequoia every 100 to 500 years,
although the number of seeds produced by one plant in that span of time is
several million. On the other hand, in a population of annual plants, such as
wild lettuce, each plant has to be replaced each year, and yet the number of
seeds produced by each individual is much less than the number produced by
the sequoias. The life span is very short in most animals, exceeding two years
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in only a very small number of species. Among plants extremely great ages are
known, not only among trees but even in many kinds of herbs that reproduce
vegetatively.

Population Size. The larger the population, the greater the possibility of
storing genetic variability. In the extreme case of a population consisting of
two organisms, there can be at most four different alleles for each gene and
the potential of forming by sexual reproduction 10 different combinations for
each gene in the following generations. In a population with three individuals,
there is a maximum of six alleles for each gene and a potential of forming 21
different combinations; with four individuals, eight alleles and 36 combina-
tions; with five, 10 and 55; with 10, 20 and 210; and with n individuals, there
can be a maximum of 2n alleles and a potential of forming n(2n + 1) recom-
binants (see Chapter 6 for the derivation of this formula). Other effects of
population size were presented in Chapter 7.

In no known case is a population heterozygous for each genic locus, but
the larger the population, other factors being equal, the greater the probability
of forming new combinations, and the greater the variability that may be
present.

Breeding System and Incompatibility System. Not all organisms have the
same mode of reproduction. The different mechanisms employed are referred
to as breeding systems.

Table 8.2 lists the major breeding systems of plants and animals. Asexual
systems are those where no recombination takes place. Since in this type of
reproduction each plant or animal reproduces its own kind without depen-
dence on others, the reproductive mechanism itself is very efficient. In obligate
apomicts (plants that produce seed without fertilization) and in parthenoge-
netic animals, the only new source of variability is gene mutation. Obligate
asexuality is very rare, probably because the highly uniform populations that
result are eliminated in the course of time when environmental conditions
change. Vegetative reproduction is the ability of many plants to produce new
physiological individuals through the production of runners, bulbs, or other
such structures.

In certain insects, particularly the aphids, there is an alternation of a sex-
ual generation (usually in the fall) with asexual ones (in the spring and sum-
mer). Also, in some plants that are usually asexual, occasional sexual crosses
occur (not necessarily tied to the seasons, as in animals). In this way there is
still the possibility of genetic recombination, coupled with the advantages of
asexuality. Anybody who has to fight aphids on roses knows how fast and
efficiently aphids can reproduce!

Several mechanisms exist that regulate the amount of self-fertilization in
sexually reproducing organisms. True selfing is possible only in hermaphro-
ditic organisms. Obligatory self-fertilizing hermaphrodites are very rare in the
animal kingdom, and though more frequent in the plant kingdom, they are
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Table 8.2

Major breeding systems in plants and animals.

A. Asexual:

Seasonal (animals)
Facultative (plants)
Pseudogamy (mostly plants,
some animals)

Obligate (plants and animals)

Parthenogenesis and
apomixis

With sexual reproduc’cion{mosjEly Planics,
. . some animals
Vegetative reproduction

Without sexual Some animals
reproduction and plants
B. Sexual:

Complete inbreeding (plants and a few animals)
Close inbreeding (plants and animals)

M
OMOBAMY | with or without
. Polygamy . .
Animals numerical inequality
Polygyny
Promiscud of the sexes
romiscuity
Outbreeding Dioecism
Heterostyly
Plants Protandry, protogyny
- Mechanical prevention of self-pollination
Multiallelic genetic self-incompatibility

relatively rare among plants, too. Most animals have individuals of different
sexes, as do dioecious plants, a fact that ensures outbreeding. Although most
plants are hermaphroditic, many mechanisms exist that prevent the sperm
from fertilizing the egg of the same plant. Some of the major ones are listed
at the end of Table 8.2. In heterostylous plants there are two types of flowers:
In some the styles are longer than the stamens, and in others the stamens are
longer than the styles (Fig. 8.1). Pollen of short stamens is normally viable
only on short styles, and pollen of long stamens on long styles, thereby en-
suring outbreeding.

Protandrous flowers are those in which the pollen matures ahead of the
female organs, and protogynous flowers are those in which the female organs
ripen before the pollen of the same flower. Here again there is a reduced pos-
sibility of self-fertilization. In addition, there are various mechanical contri-
vances that keep pollen away from the stigmas.
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Figure 8.1

Crossing relationships between heterostylous plants. A pollen grain produced by the
pin plant (with a long style) will be viable only on the style of a thrum plant (with
anthers longer than styles). Both pin and thrum plants will have one-half pins and
one-half thrums in their progeny. (From O.T. Solbrig, 1966. Evolution and System-
atics, New York: Macmillan)

The most common mechanism to prevent self-fertilization in plants is
genetic incompatibility (Fig. 8.2). A self-incompatibility gene, called the S
gene, is the controlling factor. The S gene has many alleles, referred to as S*,
52,53, ..., 5" of which there are often more than 30, 50, or even 100 in a pop-
ulation. A plant will not ordinarily accept pollen with the same allele as itself.
If a plant is of the constitution $'S?, it will not be fertilized by S* or S* pollen,
which are the two types of pollen the plant produces (remember that the
pollen is haploid, and meiosis has preceded its formation—see Chapter 5). An
S'S? plant resists fertilization by any other $'S? plant in the population, and
when an 5'S? plant is crossed with an §'S? plant, it is the S® pollen that will be
viable on the S'S® plant. The alleles determining self-incompatibility appar-
ently produce their effect by controlling the rate of pollen tube growth or even
pollen germination. The stylar tissue produces a substance (probably an anti-
genlike product) that inhibits or drastically slows down the growth of the
pollen tubes of the same genetic constitution.

Crossability barriers and external isolating mechanisms are the subjects of
Chapters 11 and 12.

Recombination is then the result of a chain of processes that begins with
gene mutation and continues through the sexual cycle. Genes are associated in
chromosomes that restrict recombination. Individual organisms are associated
in breeding populations and species that set a limit to recombination. The
genes of a whale cannot be recombined with those of a walrus. Consequently,
only a fraction of the potentialities of recombination are ever realized in nature.
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Crossing relationships between self-incompatible plants. Unbroken circles show
pollen grains; broken circles show genotypes of styles. A pollen grain will fertilize
only a plant that does not have the incompatibility allele the pollen grain carries.
Thus only 50 percent of the pollen from an S!5” plant (the pollen with the S allele)
is capable of fertilizing an 5°S® plant. (From O.T. Solbrig, 1966. Evolution and Sys-
tematics. New York: Macmillan)

CLASSIFICATION OF RECOMBINATION SYSTEMS

The fraction of attainable recombination varies, depending primarily on the
breeding system but also on such factors as the size of the population, fre-
quency of crossing over, and chromosome number. Following a proposal of
the American geneticist Hampton Carson, we can classify organisms according
to their recombination system into those with a relatively open system, those
with a restricted system, and those with a closed system.

A closed recombination system, exemplified by obligate parthenogenetic
or apomictic organisms, such as the common dandelion (Taraxacum officinale),
is one where no recombination takes place. A restricted recombination system
is one that imposes strong barriers to recombination, such as in facultative
apomicts (normally asexual plants that nevertheless can breed sexually) or
close inbreeders, for example, species of aphids that normally reproduce asex-
ually but have a sexual generation in the autumn. An open recombination
system is one where a large number of the potential recombinants are normally
produced, such as in most vertebrates.

We may ask ourselves why these variations in recombination systems
exist. Why do certain organisms have a closed recombination system and
others an open one, sometimes even in closely related species? The question
has not yet been fully answered. One way of approaching the problem is to
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view it as an economic problem. Each type of recombination system brings
certain benefits to the organism and carries different “costs.” The “benefits”
minus the “costs” translate into a fitness increase (or decrease), which we call
“profit.” Natural selection should favor within each population the individuals
with the recombination system that shows the greatest “profit,” i.e., the high-
est fitness.

Open recombination systems have greater “costs’” and presumably also
show greater “benefits.” The costs of an open recombination system can be
arbitrarily divided into three types: (1) the genetic load, (2) the energy cost
of out-breeding, and (3) the meiotic costs. The benefits presumably consist in
the gain in fitness an organism achieves by producing offspring with a higher
probability of surviving to maturity because it has a special genetic constitu-
tion resulting from a cross. We now take up each of these “costs” and “bene-
fits” in detail.

GENETIC COSTS AND THE CONCEPT
OF GENETIC LOAD

In the previous chapter we showed that all populations tend to inbreed; that
is, the number of homozygote genotypes tends to increase, and alleles tend to
be lost. We showed that this is a consequence of finite population size, non-
random breeding, and the semistochastic nature of the reproductive system.
Counteracting this tendency means favoring heterozygotes over homozygotes,
and rare alleles over common ones. Consequently, there is a wastage of alleles,
or “genetic cost,”” which we call the genetic load.

The term “‘genetic load” was first used by the great American geneticist
and Nobe] laureate Hermann J. Miiller in 1950. His use of the term was very
specific and much more restricted than its present use. Specifically, Miiller used
it to refer to the fact that in human populations recurrent mutations lead to
the accumulation in heterozygous combinations of alleles that are deleterious
or debilitating in a homozygous state. As the frequency of these alleles in-
creases, homozygous zygotes are produced that either die before birth (re-
sulting in spontaneous abortion) or produce defective individuals.

The situation alluded to by Miiller has broader implications. Let us imag-
ine a population of genetically dissimilar organisms living in a perfectly
uniform environment, and let us further assume that we can measure precisely
the fitness of each individual. Some individuals will necessarily be more fit
than others, and one will have the highest fitness, Wuax. Obviously, the aver-
age fitness of this population is lower than one made up of genetically uniform
individuals, each with Whax fitness. The loss in fitness, L, of the first popula-
tion can be represented by

Wmnx —W

L - anx
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where W is the average fitness of the population. The loss in fitness, L, is called
the genetic load. Note that the load applies to the population and not to the
individual. Assuming that the Wy individual is heterozygous, L is a way of
measuring the cost of counteracting the forces that decrease heterozygosity.

Any factor that tends to decrease the fitness of an individual contributes
to the genetic load of the population. However, two phenomena are para-
mount: mutation and segregation.

The Mutational Load. In Chapter 6 we showed that the equilibrium fre-
quency of a recessive allele under adverse selection is

_Ju
q s’
where u = the mutation rate and s = the selection coefficient against the homo-
zygote. If the allele is dominant, the equilibrium frequency is

q:hs'

where h is the degree of dominance.

In a population consisting of three genotypes, AiAy1, AiAs, and AzA.,
where A: is a completely recessive deleterious allele, the average fitness of the
population is the sum of the products of the genotypic frequencies and their
individual fitnesses, as in the following table (see Chapter 6).

Frequency Fitness (W)
AA; = p? X 1 = p?
AA; = 2pgq X 1 = 2pq
AsA, = q° X 1—s = g% — sq°

Average fitness = p®+ 2pg + g% — s
=1—sg*

Consequently, in this case the value of the genetic load is s4°. By substituting
Vu/s for g at equilibrium, we can calculate the fraction of the genetic load
that owes its existence to recurrent mutation,

o= ) =2

That is, the mutational load at equilibrium due to a completely recessive allele
equals the rate at which it is introduced into the population by mutation and
is independent of the effect of the allele on fitness. This is due to the fact that the
frequency at equilibrium of the allele is inversely proportional to its deleterious
effect.
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By the same reasoning we can show that for semidominant alleles
W =1 — 2pghs — sq*
= 1 — 2hsg,
since p in the case of populations with deleterious genes is close to unity and

sq® is very small.
Substituting u/hs for g gives

2h
L=hsqg= hzu = 2u.

Consequently, the mutational load of a deleterious allele in a population lies
between its mutation rate and twice that value, depending on the degree of
dominance of the allele, regardless of how harmful it is.

The Segregational Load. In Chapter 6 we saw that sometimes the heterozy-
gote has a higher fitness than either homozygote. We will now consider this
situation in greater detail.

Imagine a population differing only at one locus with two alleles, A1 and
A, with frequencies p and g, respectively, with initial frequencies and relative
fitness of the three genotypes, as follows:

Genotype ALA, AiA AzA-
Initial frequency po? 2podo q0°
Fitness 1—s 1 1—1t

where s and f are the selection coefficients against A1A: and AzA., respectively;
the genotypic frequencies are

AsAq: p%; A1A»: 2pg; AzAq: g2
The individual gametic contributions of the various genotypes will therefore
be
ALAq: p? X (1 —s5); AjAs: 2pg X 1; AcAs: 2 X (1—1);

since the gametic contribution is equal to the product of the frequency of each
genotype and the coefficient of selection for that genotype. The total gametic
contribution of the population will be

p*(L—s) +2pq+q* (1 — ) =p°—sp’+ 2pq + 4" — tq°
=1 —sp? — tg2
In order to find out the frequency of A2 genes in the next generation, we

have to add one-half the contribution of A1A: to the contribution of AsAs and
divide by the new total, so that the frequency of A: in generation 1 is

_q(1—t)+pgq

q1 1—sp®— tq?’



192 / Recombination

and the change that has resulted in one generation as the result of selection is

Ag=q—q
_A—-t+tpg gt tpg—q+sp’qatigd
1 —sp? — tg? N 1 — sp® ~ tg° !

which on simplification reduces to

_ _pa(sp — tg)
Aq_1_52_ 2
p°—tg

Whenever the product sp is larger than tg, their difference will be greater
than zero and Ag will be positive; that is, A2 will increase. When sp is smaller
than tg, the numerator and Ag will be negative and A. will decrease. When
sp — tqg = 0, no more change in gene frequency takes place in the population.
At equilibrium, then,

sp =g,
but
p=1—gq.
Therefore s(1 — g) = tg,and s — sq = tg, or
s=sqgttg=gq(s+1),

and rearranging,

__s
d s+t
Likewise,
¢
P= s+t

Consequently, when heterozygotes have higher fitness than either homo-
zygote, no genotype is fixed at the expense of the other, but both alleles remain
in the population at intermediate frequencies. This situation is called a bal-
anced polymorphism, or single gene heterosis.

The average fitness of the population at equilibrium, when no more change
in gene frequency takes place and Ag = Ap = 0, is

W =1~ sp®— tg?

. t )2 s \?2
=1 s(s-i—t) t(s+t)

st
s+t

Consequently, the genetic load resulting from overdominance is

=1 -

_ st
L—“s-l-t'
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This kind of load is called the segregational load, and it is fairly substantial
whenever s and t have values above 0.1. In the extreme case when both homo-
zygotes are lethals and s =+ =1, L = 0.5; that is, half of the offspring die
every year.

Other Loads. The same reasoning can be applied to calculate the fitness loss
to a population when some crosses in the population fail because of incom-
patibility between the partners (incompatibility load), or when a selectively
superior mutation appears in the population (substitution load).

Is the concept of genetic load valid?

The analysis just presented shows that a genetic “cost” can be assigned to
phenomena that increase genetic diversity, such as mutation and heterozygote
superiority. However, such costs can easily be overemphasized. The reader is
reminded of the constraint of the model, namely, an environment uniform in
time for all members of the population. Only in such a situation does Wmax
have a fixed value, and only in such a situation can a fixed fitness value be
given to each genotype. Furthermore, the genetic load applies to the population
and not to the individual. Let us consider the more common situation, where
the physical environment changes in both space and time.

When we introduced the concept of relative fitness, we showed that fitness
of a genotype is measured in relation to all the other genotypes in the popula-
tion. Therefore, in a variable environment, the fitness of a genotype in relation
to the others in the population changes with the environment. Let us imagine
a population made up of two phenotypes, each uniquely corresponding to one
genotype. One phenotype is adapted to drought; the other functions best un-
der wet conditions. Consequently, the fitness of each genotype will depend on
the environment it is in. In swampy places, the second genotype will be fa-
vored, in dry places the first one. Furthermore, in extremely rainy years, the
“wet’” adapted phenotype may do better than the “dry” adapted phenotype
even in dry places, and vice versa. Natural selection will be constantly elim-
inating certain phenotypes from the population, but the adverse selection will
be against both phenotypes, depending on the place and the particular year.
If we apply the corresponding formulas, the average fitness of the population
will be below the theoretical maximum value of a uniform population restricted
to either wet or dry conditions.

Let us now imagine the same physical setting but with the population’s
having only one phenotype, let us say the “wet” adapted one. In this case the
fitness of all genotypes will be fairly uniform, and if we use the formulas, we
will see that the population will be at or close to Wax. However, it will be
restricted to swampy areas, and in dry years it will be in danger of being
eliminated!

This example shows that a relative fitness value of 1, that is, Whx, with a
load value of zero is not a measure of population success in a variable environ-
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ment. What the existence of a load indicates is that there is a genetic cost
associated with diversity, namely, the production of genotypes that prove in-
ferior at given points in time and space. (See also Chapter 9.)

But selection operates primarily through individuals. If an individual can
produce a larger proportion of surviving offspring, that individual will be
selected, regardless of the fate of the nonsurviving offspring. Whether they die
because of unfit genotypes or because of competition matters little. There are
situations, however, when the cost in lost zygotes due to a high genetic load
can be detrimental, so the concept of ““load” has some practical value.

Energy costs of outbreeding

Whenever an individual has to search for a potential mate, it expends some
energy in the process. Organisms that discharge their gametes into the water
do not have that cost, and it is minimal in species that live in flocks of mixed
sexes. The cost is highest in sedentary species that rely on an outside agent to
carry the gametes from one individual to another, such as plants. In addition,
outbreeding always involves some wastage of gametes.

There are actually few good studies of the energy cost of outbreeding. In
a variety of species of plants it has been established that the number of pollen
grains necessary to fertilize one ovule is greater by several orders of magni-
tude in cross-fertilized than in self-fertilized plants (Table 8.3). Likewise, out-
crossing species have larger and showier flowers and produce greater amounts
of nectar in order to attract insects. Energy diverted into those structures re-
sults in either fewer flowers or a smaller plant, or in both.

Meiotic cost

Offspring produced by self-fertilization inherit all their genes from their par-
ent; those that are the result of cross-fertilization inherit half their genes from

Table 8.3

Pollen to ovule ratio in flowers of plants with different breeding sys-
tems.

Number of Species Average
Breeding System Investigated Pollen/Ovule
Cleistogamy 6 4.7
Obligate autogamy 7 27.7
Facultative autogamy 20 168.5
Facultative outcrossing 38 796.6
Obligate outcrossing 25 5859.2

From R.W. Cruden, 1977. Pollen-ovule ratios: A conservative indicator
of breeding systems in flowering plants. Evolution 31:32-66.
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each parent. Consequently, a parent producing offspring by outcrossing trans-
mits one-half as many genes to its offspring as one that produces offspring by
self-fertilization. This differenice has been termed the meiotic cost by G.C.
Williams. The meiotic cost is 50 percent if the two individuals that cross have
no genes in common by descent (F = 0, Chapter 7), but it is less than that if
there is some degree of relationship, as is often true (Fig. 8.3).

Benefits from outcrossing

Since the great majority of organisms are cross-fertilizing, and since the cost
of outbreeding is higher than that of inbreeding, it must follow that there is a
clear advantage in the production of a variable offspring, and that this advan-
tage is greater than the combined costs of the genetic load, the energy costs of
outcrossing and the meiotic cost.

The meiotic cost depends on the degree of inbreeding, and it is zero in a
totally homozygous and homogeneous population and maximum when no two
individuals in the population are genetically related (F = 0, Chapter 7). The
mutational genetic load depends, as we have seen, on the mutation rate; the
segregational load, on the other hand, is related to the amount of heterozy-
gosity, and it will therefore increase with outbreeding. Finally, the cost of ran-

A.B.
AB.
\ y ‘ A1 Bz
Embryo-sac mother cell (plants)
Oocyte mother cell (animals) A, B,

possible results of meiosis

Figure 8.3

Cost of meiosis. In female gametogenesis, half of the alleles in the ovule mother cells
are not “used.” This has been called the “cost of meiosis”” by G. C. Williams. Since
only one of the four possible gametes becomes an egg, half of the alleles are lost. (For
instance, if the egg is AuBy, the alleles Ay and B, are lost. (Of course, in other eggs
produced by the same individual, different alleles may be “lost.”)
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dom breeding—that is, searching for a mate—depends on the size and density
of the population and the degree to which the individual searches for a mate
outside the circle of relatives and neighboring individuals. Consequently, costs
go generally up with open recombination systems.

Although there is general agreement regarding the cost of outcrossing,
there is no consensus regarding the benefits derived from a genetically variable
progeny. However, there are two mutually nonexclusive benefits that can be
pointed out.

First, there are the apparent advantages from producing heterozygous off-
spring that will be discussed in Chapter 9. The second advantage is related to
life in an environment that is spatially and temporally variable. Individual
organisms exist in a milieu that includes many other individuals. Some belong
to the same species and can be potential competitors; others belong to different
species and may also be competitors for resources, or potential predators, or
potential prey. This “biological environment” is very complex and constantly
changing, often at rapid rates. Furthermore, this biological environment re-
sponds to any adaptive change in any one species. For example, we saw that
flies responded to the introduction of DDT into the environment by developing
immunity. In the same manner, herbivorous insects will often respond to the
appearance of a toxic compound in a plant species by evolving a mechanism
of detoxification. In this context the immediate advantages of producing vari-
able offspring by recombination are clear. An organism that always relies on
the exact same mechanism of defense or attack, or of competition, to interact
with the biological environment risks losing all its offspring if and when a
predator or pathogen breaks the defense, a potential prey develops a defense,
or a competitor develops a new mechanism of competition. Therefore the
organism will have a greater probability of producing viable offspring if each
one has a slightly different kind or degree of morphological, physiological,
chemical, and behavioral mechanism of interaction. Homozygosity leads to the
former situation, heterozygosity to the latter. Given that producing offspring
that survive to reproduction is in part determined by chance, the probability
of winning (i.e., producing such offspring) is usually increased by the equiv-
alent of having many different lottery numbers (i.e., variable offspring) rather
than many copies of the same number (i.e., homozygous and invariable off-
spring).

The preceding discussion shows that there are energy and genetic advan-
tages and disadvantages associated with open and closed recombination sys-
tems. Consequently, it is very likely that the recombination system that shows
the greater “profit” (benefit-cost) is selective in each different environment.
However, there are no studies in which all the costs and benefits of the recom-
bination system of a species have been analyzed. Not only is such a study
laborious and time-consuming, but at present there is no general way to trans-
late genetic costs (i.e., meiotic cost, or mutational load) into fitness costs (i.e.,
loss of offspring). There are some partial studies that indicate that this hypoth-
esis may be correct.
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RECOMBINATIONAL DISTORTION

In Chapter 4 we mentioned that Mendel’s second law (independent assortment
of genes) is applicable only to genes on different chromosomes. The reasons
that the second law is not applicable to genes on the same chromosome are
linkage (discussed in Chapter 5) and meiotic drive (discussed in Chapter 6).
We now show that recombinational distortion can be beneficial in certain cases
and therefore may be maintained by selection.

The reason that linkage may be beneficial is that it is a way of maintain-
ing certain gene combinations in a population without a wastage of gametes.
Let us assume that in a population the genotypes A1A1B:1B: and A2A2B:B: have
the same high fitness value, and the genotypes that have A; and B; or A and
B: have the same low fitness value. If A and B are two loci on different chro-
mosomes and if we assume that the frequencies of Ay and Az are p = g4 = 0.5,
and of B; and B: are m = n = 0.5, then the genotype frequencies will be as
follows.

for A1A1B:1By, p* X m? = (0.5)2 X (0.5)% = 0.0625
for AsAsB2Bs, g% X n? = (0.5)% X (0.5)? = 0.0625
Total 0.125
Thus only Vs of the population will have the superior genotype.

However, if A and B are two linked loci on the same chromosome with an
initial chromosome frequency for AiB: of X1 = 0.5 and for A:Bs of X: = 0.5,
with a recombination probability  of 0.01, then, by the equation on p. 100,

X141 = X1(1 = 1) + pm(r)
= 0.5(1 — 0.01) + (0.5)(0.5)(0.01)
= 0.495 + 0.0025 = 0.4975

and equally,
Xs,4, = 0.4975

Total 0.995

whereas the chromosome frequency Xz of AiBsis
Xopq = Xe (1 — 1) + pn(r)
= 0(1 — 0.01) + (0.5)(0.5)(0.01)
=0+ 0.0025
and equally, for the chromosome A:By,
Xs,4+, = 0.0025
Total 0.005
and the genotypic composition will be
A:ABiB: = AB; X ABi: (Xa,4,) X (Xi,4,) = (0.4975)2 = 0.2475
A:A:BoBy = AuBy X AcB: (X, 4,) X (Xa,4,) = (0.4975)> = 0.2475
Total 0.495
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where AiB; indicates that A1 and Bi are on the same chromosome. That is,
49.5 percent or almost half of the population will have the superior genotype,
compared with only ¥s without linkage. Since a loss of half the offspring is
not as drastic as a loss of 7s (87.5%), linkage is a mechanism that can reduce
the costs of maintaining superior gene combinations in the population.

COADAPTATION

Segregation distortion has the effect of increasing certain gene combinations
in the gametes of an individual and in the offspring that individual produces.
In a sense it is similar to inbreeding, in that certain alleles increase and others
are lost, in a manner not predicted by the Hardy-Weinberg theorem. However,
whereas inbreeding affects all alleles and in a random fashion, and whereas it
furthermore decreases the heterozygote level in the population, segregation
distortion affects only specific gene combinations, and it can in certain cases
(such as that of the Drosophila pseudoobscura inversions) increase the level of
heterozygosity.

We may ask ourselves whether such phenomena as meiotic drive and
linkage are beneficial to the individuals in the population, and whether they
are consequently favored by selection. Many geneticists tend to think that
they are beneficial because they maintain on a chromosome or part of a chro-
mosome combinations of genes that work particularly well together. Such
groups of nonallelic genes are termed “coadapted gene complexes.”

At present we lack incontrovertible proof of a biochemical nature for the
concept of coadapted gene complexes, but there is a great deal of indirect
evidence in favor of the concept.

The best-known evidence comes from the study of chromosomal inver-
sions of Drosophila pseudoobscura (see also Chapter 9). When artificial popu-
lations of this species are established in the laboratory with varying mixtures
of flies having either the Chiricahua (CH) arrangement or the standard arrange-
ment (ST) taken from the same locality, after about a year, the population
comes to equilibrium, with the ST chromosomes having a frequency of about
0.86 and CH a frequency of about 0.14 (Fig. 8.4). The relative fitness (W) of
the three possible genotypes has been calculated by Wright and Dobzhansky
to be ST/ST = 0.90, ST/CH = 1.00, CH/CH = 0.41, and selection coefficients
of s=0.10 for CH and t = 0.59 for ST (p. 144 and Chapter 9). From these
values the expected chromosome frequency can be calculated (p. 192) as

t 058

P= 5+t o0eo 083
and
s 0.10
= =222 — 0.145.
17 s+t 069 >
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Figure 8.4

Frequency changes in chromosomal rearrangements under experimental conditions. A
Drosophila pseudoobscura population containing the gene arrangements ST and CH
was established and followed over time. The population was kept at 16°C. It is at
equilibrium with about 86 percent ST and 14 percent CH. (Data from 5. Wright and
T. Dobzhansky, 1946. Genetics of natural populations. XII. Experimental reproduc-
tion of some of the changes caused by natural selection in certain populations of
Drosophila pseudoobscura. Genetics 31:125-156)

However, when the flies in the artificial populations with the CH chromo-
some come from a different locality than the flies with the ST chromosome,
the population becomes homozygous for ST/ST after about a year (Fig. 8.5).
The fitnesses now are different. For example, if the ST chromosome comes
from Pifion flats and the CH from either Pifion flats or Mather (both of these
localities are in the Sierra Nevada of California) or from Mexico, the relative
fitnesses shown in Table 8.4 are obtained. To make the comparison easier, the
heterozygote has been assigned a fitness value of W = 1.00 in all cases. One
can see that in crosses of flies from different localities, the ST/ST homozygote
is superior. It is contended that the reason for the superiority of the heterozy-
gote when the chromosomes come from the same locality is that the two chro-
mosomes are “coadapted” to function together.

Another example is that of Biston betularia, mentioned briefly in Chapter
3, in which a new melanic form, f. carbonaria, has replaced the previously
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Figure 8.5

Frequency of ST (Standard) chromosomes in Drosophila pseudoobscura over time in
four replicate experiments. Initially all four experimental populations had 20 percent
ST chromosomes from Pifion flats, California, and 80 percent CH (Chiricahua) from
Chihuahua, Mexico. Note that ST increases in frequency, and that it is about to
become fixed in three of the four populations. Contrast with Fig. 8.4. (From data of
T. Dobzhansky and O. Pavlovsky, 1953. Evolution 7:198-210)

dominant gray-spotted form in the last 150 years. This is the best studied case
of the evolution of industrial melanism.,

Evolution of industrial melanism

In the last hundred years or so, scientists have been able to witness and care-
fully record the replacement of light colors in many different species of moths
by dark or black ones. Industrial melanism, as this phenomenon has come to
be called, has been recognized as one of the most interesting of evolutionary
phenomena. Through field observations and experiments, biologists have
learned what the advantages and disadvantages of dark coloration are in the
wild, and through laboratory experiments, they have demonstrated the vari-
ous mechanisms that contribute to the inheritance of this character.

Dark coloration may confer on an animal three quite different attributes.
First, it can make a dark animal harder to find on a dark background—in what

400
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Table 8.4

Relative fitnesses in Drosophila pseudoobscura of ST X CH crosses
with chromosomes of different geographical origins.

Fitness (W)

ST CH ST/ST ST/CH CH/CH
Pifion flats, Cal. Pifion flats, Cal. 0.90 1.00 0.41
Pifion flats, Cal. Mather, Cal. 1.38 1.00 0.43
Pifion flats, Cal. Mexico 1.26 1.00 0.87

After T. Dobzhansky and O. Pavlovsky, 1953. Indeterminate outcome of cer-
tain experiments on Drosophila populations. Evolution 7:198-210.

is called cryptic coloration. Second, black absorbs heat more readily, so a dark
insect will warm up quicker in the morning than a light one will. Finally,
melanic forms are more protected against ultraviolet radiation.

From the middle of the nineteenth century onward, black forms of moths
of widely different species and genera have been recorded in and around in-
dustrial areas in the northern hemisphere. In all cases, the melanic forms be-
long to cryptic species, that is, species that try to avoid predators by blending
with the background in which they live. The most extensively studied are
species of Great Britain, where the appearance of these melanic forms coin-
cided with a great interest in the natural history of butterflies.

In Great Britain there are approximately 780 species of moths, and of
these about 100 are undergoing the same process of substitution of their com-
plicated and specialized pattern of coloration by a darker color. The basic
story is similar in all cases: The industrial revolution in the nineteenth century
brought about a change in the natural environment in and around the major
industrial cities. The main effect was a general darkening of the environment,
in part because of the deposition of soot, in part because of the disappearance
of light-colored lichens. Light-colored insects that hid from predators by
blending with the light background became conspicuous in a dark environ-
ment, but that was not so for dark-colored mutants. Consequently, birds that
had previously found and eaten the dark animals now found and ate prin-
cipally the light ones, so that the selection coefficients for dark and light be-
came reversed.

For this explanation to be correct, two things are necessary: that moths
do indeed choose a background that matches their coloration, and that the
difference between light and dark forms is genetically simple. Kettlewell
placed dark- and light-colored moths of Biston betularia in a barrel that was
lined with black-and-white striped material and observed where they rested.
As Table 8.5 shows, dark- and light-colored moths chose dark and light back-
grounds, respectively, more often than would be predicted by chance. In the
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field, Kettlewell carefully recorded the resting places of the dark and light
forms of the moth Ectropis consonaria. Again, their resting places were
strongly correlated with their own color (Table 8.6).

In more than 90 percent of the cases of industrial melanism, the dark form
is due to a single allele, and the melanic character is inherited as a Mendelian
dominant. However, more complicated genetic controls are known. In the
moth Lymantria monacha, the darkest forms are controlled by three genes.
Other evidence indicates that although the basic genetic control is simple, the
expression of the character can.be and is modified by other genes in the
genome.

Given that light and dark moths choose the background on which they
rest during the day—a behavior that gives them some defense against insect-
eating birds—the relative distribution of the background should be a good

Table 8.5

Resting position of Biston betularia in the laboratory.

Color Morph of Moth

Black White
Background (f. carbonaria) (f. typica) Total
Black 38 20 58
White 21 39 60
Total 59 59 118
x*=10.9 P = 0.001

From B. Kettlewell, 1973. The Evolution of Melanism: The Study of
a Recurring Necessity. Oxford: Clarendon Press.

Table 8.6

Resting position of Ectropis consonaria in the wild.

Color Morph of Moth

Black White
Background (f. nigra) (f. typica) Total
Dark 15 4 27
Light 5 22 19
Total 20 26 46
x2=14.202 P =0.001

From B. Kettlewell, 1973. The Evolution of Melanism: The Study of
a Recurring Necessity. Oxford: Clarendon Press.
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predictor of the relative abundance of the melanic and nonmelanic forms in
nature. Although in general this is true, the melanic forms are present in cer-
tain areas at a higher frequency than expected, and in others at a lower fre-
quency. Consequently, additional explanations were needed. And indeed fur-
ther study showed that melanic larvae sometimes have higher survival rates
than light-colored ones; that heterozygotes have higher fitness than homozy-
gotes; that moths from industrial areas are blown by wind currents into the
country; and so on.

Over the years, crosses have been made between these two forms. Re-
member that the two forms differ by one gene, and that a 1 : 1 ratio is ex-
pected from the cross. Crosses made between 1900 and 1905 yielded approxi-
mately 47 percent melanics, but the same crosses performed in 1953-1956
yielded about 62 percent melanics! This shift from the expected 1 : 1 ratio can
be interpreted as due to adaptation. When the melanic gene was introduced
into the population, it presumably did not “fit” perfectly into the biochemical
machinery of the animal. By 1950, when the melanic form had become domi-
nant, it was the light forms that did not function so well. According to this
interpretation, two kinds of selection were going on simultaneously. On one
hand, the environmental change led to a lower mortality of the melanic forms
because of predation pressure. On the other hand, small genetic changes were
taking place that increased the viability of moths with the melanic gene (and
presumably decreased that of moths with the normal gene).

In Chapter 4 we pointed out that each gene affects many characteristics
of the organism, even though the effect on one characteristic may be most
visible. In turn, each characteristic is affected by many genes. It should there-
fore not be surprising to find that the introduction of a new allele in the popu-
lation by mutation and natural selection brings about a number of readjust-
ments at other loci. Unfortunately, the evidence so far available is indirect.
The study of adaptation at the biochemical level, which is a very promising
field, may eventually provide some answers regarding the extent of coadapta-
tion of genes within a population.

SUMMARY AND CONCLUSIONS

In this chapter we have explored recombination and have shown that it is a
force that counters the action of those forces that reduce the genetic variability
in populations. We showed, however, that there is a cost to maintaining ge-
netic variability. This cost is the loss of homozygous genotypes from the
population. The population can tolerate this cost only if it is counterbalanced
by a benefit in the form of a higher survival probability of the heterozygous
genotypes and their variable offspring. Since cost and benefits will differ from
species to species, we expect different degrees of genetic variability in different
species. In the next chapter, we explore what is presently known regarding
genetic variability in natural populations of plants and animals.
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Cbépter 9
Genetic Variability
in Natural

Populations

For evolution by natural selection to proceed, there must be a store of herita-
ble variation in the population. In previous chapters we have shown that
Mendelian theory provides a model of inheritance that accounts satisfactorily
for the production and maintenance of variation. We also showed that the re-
lationships between phenotype and genotype are not linear, and that at pres-
ent it is usually not possible to precisely connect the two. However, we pre-
sented several examples (evolution of melanic forms in the peppered moth
Biston betularia, of pesticide resistance in houseflies, and of influenza strains)
in which the connection between genetic change and phenotypic selection is
reasonably clear and unambiguous. But it is not always possible to account
for the observed variation as neatly as in the examples presented so far. In
this chapter we will review in slightly greater depth some of the patterns of
genetic variability that are observed in natural populations, presenting and
discussing some hypotheses that have been developed recently to try to ex-
plain the observed variability.
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Individuals in natural populations differ from one another in both quanti-
tative and qualitative characters. Some of this variability is genetic and some
is environmental. Whenever a quantitative character is under strong selection,
we expect the genetic component of the variance (Chapter 4) to be small and
the variation to be largely environmental. For example, in Frisian cows, herita-
bility [h? = V¢/ (Ve + Vi)] for amount of white spots is very high (0.95). This
is a character that is nof being actively selected by breeders. However, the
heritability for milk yield is 0.3 and for conception rate in first service only
0.01. Any cow that does not conceive when serviced for the first time is nor-
mally eliminated from the herd, and that is as intense a regimen of selection
as is possible. Milk yield is also under strong surveillance, but since selection
cannot take place until after the cow has yielded milk for a year or two, selec-
tion tends to be exercised only through the males. That is, only bulls that are
sons of high-yielding milk cows are chosen in breeding programs. This per-
mits more genetic variation for milk yield than for conception rate to persist
in herds. By a similar reasoning, in natural populations low amounts of genetic
variation should be expected for characters under strong selection pressure.
This is expressed formally in Fisher’s Fundamental Theorem of Natural Selec-
tion (p. 154). Such reasoning presupposes a reasonably uniform environment
both in time and in space and more or less constant selection over time. These
conditions do not necessarily apply, and most organisms are now believed to
live in environments that vary both in time and in space. An added complica-
tion is that when the heterozygote is the most fit genotype, there will always
be genetic variation in the population. All this makes prediction of the ex-
pected level of genetic variation in populations impossible. It even makes the
interpretation of the observed genetic variation very difficult.

PATTERNS OF GENETIC VARIATION IN POPULATIONS
OF PLANTS AND ANIMALS

The degree of genetic variation in populations is not yet known for most char-
acters and most organisms, although great strides have been made in the last
ten years in developing appropriate techniques to study patterns of genetic
variation in wild populations.

Since selection operates on the phenotype, at first glance one would think
that in order to learn the degree of variation in the population, it would
suffice to measure phenotypic variability. However, such an approach does not
tell us the amount of this variability that is genetic, which is the desired in-
formation. By performing appropriate crosses and statistical manipulations,
one can estimate the heritability of the character, as was explained in Chapter
4. This cumbersome and time-consuming method is used almost exclusively
in programs of artificial breeding. In natural situations, the geneticist has tried
instead to study characters with simple inheritance (preferably those con-
trolled by a single gene) where alternative alleles have marked phenotypic
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Figure 9.1

Morphs of Adalia bipunctata. (a—c) “Red” morphs (a, forma typica; b and ¢, f. an-
nulata). (d-h) Black morphs (d, f. sublunata; e, f. 2-maculata; f, f. 4-maculata; g, f.
6-postulata; h, f. lunigera). (From N.W. Timofeff-Ressovsky, 1940. Zur Analyse des
Polymorphismus bei Adalia bipunctata. Biol, Zentral. 60:130-137)
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Figure 9.2

Percentage of black morphs of Adalia bipunctata in spring (April) and fall (October)
censuses. The last two columns represent the frequency of the alleles for black.
(From N.W. Timofeff-Ressovsky, 1940. Zur Analyse des Polymorphismus bei Adalia
bipunctata. Biol Zentral 60:130-137)
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effects, effects that can easily be measured or counted, such as different color
forms.

The Russian geneticist N.W. Timofeff-Ressovsky in 1940 published an
article on the color forms (“morphs”) of the ladybug Adalia bipunctata in a
population living in Berlin, Germany. Altogether he found eight different
color patterns in this population (Fig. 9.1), although three of them were more
common by far than the other five. Three of the morphs have black spots on
a red background (“red” forms), and five have red spots on a black back-
ground (“black” forms). By appropriate experiments it was determined that
the red forms are simple dominants over the black forms, and the exact pat-
tern of spots is due to a multiallelic system. Timofeff-Ressovsky studied the
population over a period of eight years, concentrating on the proportion of
red and black forms. He was able to establish that the red forms were more
abundant during the winter months, whereas the black forms increased during
the summer (Table 9.1 and Fig. 9.2). He also was able to determine (Table 9.2)

Table 9.1

Spring and fall numbers of red and black morphs in populations of
Adalia bipunctata.

Spring Fall
Year Morph Number Percent Number  Percent
1930 Black 176 29.1 783 62.9
Red 428 70.9 461 37.1
Total 604 100.0 1244 100.0
1931 Black 334 43.0 622 57.7
Red 443 57.0 494 44.3
Total 777 100.0 1116 100.0
1933 Black 213 37.8 675 66.8
Red 351 62.2 334 33.2
Total 564 100.0 1011 100.0
1934 Black 149 34.5 708 57.2
Red 283 65.5 529 42.8
Total 432, 100.0 1237 100.0
1938 Black 192 40.8 432 49.1
Red 279 59.2 448 50.9
Total 471 100.0 880 100.0
Total Black 1064 37.4 3220 58.7
Red 1784 62.6 2268 41.3
Total 2448 100.0 5488 100.0

Source: NLW. Timofeff-Ressovsky, 1940. Zur Analyse des Polymorphismus
bei Adalia bipunctata. Biol. Zentral, 60:130-137,
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Table 9.2

Overwinter survivorship of red and black morphs of Adalia
bipunctata.

Original Number Percent
Year Morph Number Surviving Survivorship
1934 Black 739 23 3.11
Red 334 21 6.29
Total 1073 44 4.10
1937 Black 528 31 5.87
Red 305 41 13.44
Total 833 72 8.64
1938 Black 578 24 4.15
Red 405 54 13.33
Total 983 78 7.93
Total Black 1845 78 4.23
Red 1044 116 11.11
Total 2889 194 6.72

Source: N.W. Timofeff-Ressovsky, 1940. Zur Analyse des Polymorphismus
bei Adalia bipunctata. Biol. Zentral, 60:130-137.

that red forms show greater survivorship in the winter. Presumably black
forms either reproduce faster or have greater survivorship during the sum-
mer months.

Another case of phenotypic v